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Positive Muon Studies of Magnetic Materials 

ABSTRACT 

Bruce DoBos Patterson 

Polarized positive muons (p ) are stopped in magnetic 

materials, and the p precession is observed via the muon's 

asynimetiic decay to a positron. The precession frequency is a 

measure of the lo-:al magnetic field at the p . Relaxation of 

the p spin is caused by spatially or time-varying local fields. 

The local field at a stopped u in ferromagnetic nickel is 

measured. From this measurement, the hyperfine field seen by 

an interstitial p due to its contact interaction with polarized 

screening electrons is inferred to be -0.66kG. A discussion of 

this value in terms of a simple model for the screening con­

figuration is presented. 

Critical spin fluctuations in Mi at temperatures .lust 

above the Curie point rapidly relax the p spin. The tempera­

ture and external magnetic field dependence of the relaxation 

rate is determined experinentally. A theory for the relaxation 

rate is presented which demonstrates the importance of th2 

hyperfine and dipolar interactions of the p with its Mi 'lost. 

Preliminary results on p studies in ferromagnetic iron and 

cobalt are also discussed. 
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I. INTRODUCTION 

A. The Positive Muon and the USR Technique 

The positive muon or p is an elementary particle with unit 

positive charge. It was first observed as a component of cosmic 

rays, and with the advent of large accelerators it could be pro­

duced artifically. A brief summary of its properties is pre­

sented in Table } . . 

Because it has spin 1/2, the H has a magnetic dipole moment 

but no electric quadrupule moment. Its mass of 1/9 the proton 

mass is such that vne may often think of the p simply as a light 

proton. The p is unstable, however, decaying into a positron 

and two neutrinos with a mean lifetime of 2.2 peec. The 

gyromagnetic ratio and lifetime of the p are such that it 

precesses one revolution in its lifetime in a field of 34 gauss. 

Laboratory fields of this order of magnitude are easily produced 

and controlled. 

The parent of the p is a positive pion. When the pion 

decays to a p , the p is polarized with its spin anti-parallel 

to its momentum. One thus knows the initial orientation of the 

muon's moment. When the p decays, the positron is emitted 

preferentially along the muon's spin direction, so by noting the 

directi'. ~. of positron emission one knows something about the 

final orientation of the muon spin. It is possible, therefore, 

to follow the evolution of the muon spin direction with time. 

This ability to follow the muon spin and the convenient mag­

nitude of its lifetime and gyromagnetic ratio make the p a 



PROPERTIES OF THE y + 

Spin: 1/2 

Mass: a - 207 si - 0.113m y e p 

Magnetic Moment: y, - 1/207 y . - 3.18 y 
V » P 

Gyromagnetic Ratio: Y - 13.6 MHz/kGauss 

L i fe t ime : T - 2.20 ysec 

Decay Mode: y •* e + v + v ' e y 

Table 1. The numerical values stated are known to many 

more significant digits than shown. See Ref. 1. 



valuable magnetic probe of natter. By observing the precession 

of the u stopped in a sample and determining the frequency of 

precession, one may, via the known gyromagnetic ratio , find tin-

.'Local magnetic field acting on the V . This is the muon spin 

rotation or "uSR' technique. 

It is believed that the P enters most solid materials as 

em interstitial impurity. In solids which contain large amounts 
+ 3 

of hydrogen, the JI tends to replace a proton. In an insulator, 
+ 4 + 

the V captures an electron to form muonium (JJ -e ), while in a 

tietal it attracts neighboring conduction electrons, forming an 

unbound screening cloud. These situations represent electronic 

.'Impurity states not found in the pure host. The MSR technique 

thus allows access to one of the simplest conceivable impurity 

problems: a point charge in an otherwise pure host. It contrasts 

with techniques like x-ray and neutron diffraction, which are 

designed to study pure materials, not isolated impurities. 

The )iSR technique bears a strong resemblance to the nuclear 

magnetic resonance technique (NMR) in that they both measure the 

local magnetic field at a microscopic probe. NMR, however, re­

quires the absorption of a macroscopic amount of power, necess­

itating a relatively high concentration of resonant nuclei. The 

MSR technique operates in the extreme dilute limit of one n in 

the sample at a time. 

The fact that the (J occupies an interstitial site also sets 

it apart from most other types of probe. Conventional probes are 

usually the electrons or nucleus of a host atom or substitutional 

impurity. This difference is especially significant for the case 
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of ferromagnets where a nuclear probe and an Interstitial probe-

see drastically different local fields. 
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B. Protons and u in Metals 

The electronic structure of a JJ impurity and a proton 

impurity are identical if one neglects the small difference in 

the reduced masses of associated electrons. Proton magnetic 

resonance (PMR) makes available information similar to that 

obtained from a VSR experiment. 

PMR has been performed on a large number of solids containing 

protons. Host of *-hese are insulating compounds containing large 

amounts of hydrogen. Although the liSR technique can be applied 
3 to such systems , it is most valuable in systems where PMR is not 

feasible, such as the metal-dilute impurity system. 

Many metals can be charged with enough hydrogen to make PMR 

observable. Typical samples are transition and rare earth metal 

hydrides M-H (x> .1). Such high hydrogen concentrations are 

required to have a sufficient number of resonant nuclei in the 

skin depth of the sample. Although these experiments are far from 

the dilute limit, it is instructive to see what type of infor­

mation has been learned. 

Properties under study with PMR in metal-hydrogen systems 

include: 1) the Knight or chemical shift of the PMR frequency 

(which reveals details of the electronic structure of the im­

parity state) 2) the position of the protons in the host lattice 

(as determined by a careful measurement of the static PMR line-

width) and 3) the proton diffusion rate (as measured by the 
7 motional narrowing of the PMR line). 

The PMR frequency shifts for several hydrides have been 
8-14 measured and most are compatible with the picture of an inter-



stltial proton surrounded by an unbound screening cloud. An 

exception is the case of Ta-H, where hydrogen acorns make partial 

covalent bonds with the host atoms. 

The proton sites in a few hep and fee metal lattices have 

been determined ' ' ' via FMR. These results together with 
18 19 neutron diffraction studies ' demonstrate that protons tend 

to occupy the octahedral and/or tetrahedral interstitial sites 

in these lattices. It is difficult to extrapolate this data 

to the dilute limit because of the existence of phase changes 

which accompany changes in the hydrogen concentration. 

PMR studies ' ' in several hydrides show line widths 

which become suddenly narrow above a fairly well defined thresh­

old temperature. Above this temperature, the protons are rapidly 

diffusing, averaging out the effect of static microscopic inhorao-

genieties. This threshold temperature is usually of the order 

of a few hundred K. 

The VSR technique has been applied to a few metals so far 

with interesting results. Because only one muon is in the sample 

at a time, it is definitely an Isolated impurity which is under 
+ 24 

study. Knight shifts of y in various metals have been measured ; 
a theoretical interpretation of this data is presented subsequently. 

Several studies of p diffusion in metals have been performed. 

The muon's activation energy and diffusion constant in copper have 
25 been determined by observing the temperature dependent 

motional narrowing of the static dipolar linewidth. In a similar 

stud> of superconducting niobium, it was found that the u is 

rapidly diffusing even at very low temperatures. Diffusion in 



7 

27 
ferromagnetic iron and nickel has also been studied, as will 

be described in -. later section. The determination of the \i 

site in a metallic host has not yet bcin performed, but sLadies 

of ferromagnetic metals may make this possible. 



C. uSR in Ferromannets 

Metallic ferromagnets are fascinating systems to study Kith 
28—31 USR. There is at present much interest in impurity states 

In these materials, and the uSR technique is very well adapted 

to just this sort of investigation. 

One of the earliest investigations of ferromagnets with 
32 muons wcs an experiment by Rasetti in 1944. Using cosmic ray 

muons and with a counting rate of one per hour, he set out to 

find if muous passing through magnetized iron feel the magnetic 
33 field B or H. In an interpretation of this data, Hannier 

stressed the importance of the "interpenetration of the muon and 

the magnetized electrons". In more modern terminology, this 

interpenetration is the source of the Fermi contact interaction. 
34 

In 1971 an attempt was made at the Lawrence Berkeley Lab­
oratory to observe y precession in a spherical collection of 
iron filings. The large variety of demagnetizing fields produced 
a large internal field inhomogeniety, and rapid depolarization 
prevented the observation of precession. 

A group headed by W. J. Kossler at The College of William 
35—37 + 

and Mary first observed coherent ]i precession in a ferro-

magnet in 1972. They studied polycrystalline samples of Ni and 

Fe at room temperature and above. In a collaboration with a group 
3C from Bell Laboratories, they later extended their studies to the 

f erromagnets dysprosium and gadolinium. 

After the initial work by Kossler, et. al. cur group at 
39 LBL observed precession in a saturated sample of polycrystalline 

Hi and at low temperature (77K) in a single crystal of Ni, and 
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40 we theoretically interpreted the observed contact field. Ex-
41 periments were also done in Ni at temperatures near the Curie 

point, and room temperature precession was observed in a single 

crystal of iron. 
42 A group at Uubna in the USSR has performed experiments on 

27 polycrystallina Ni, Fe, and Co, focusing attention on the 

temperature dependence of the depolarization in Fe and Ni at lower 

temperatures and on the sign of the local field in these materials ". 
+ 44 

A theoretical paper on v in ferromagnets has been published 

by Ivanter. 

Our assumption that the positive muon occupies an 

interstitial site in Ni and Fe is at present based on circum­

stantial evidence. A positive muon in matter is electronically 

almost identical to a proton. Neutron diffraction experiments on 
19 Ni-H , have demonstrated that the protons occupy octahedral 

interstitial sites in the fee NI lattice. Although the hydride 

is far from the dilute limit of the u technique, we are 

prompted to explore the consequences of our assumption. The 

locations of the tetrahedral and octahedral sites in the fee unit 

cell are shown in Figure 1. 

In a metal, the correct description of the electronic state 
-4-

of the )J is a bare muon surrounded by a screening cloud of un­

bound conduction electrons. The fact that the p binds an elec-

tron, forming muonium , in insulators suggests the intriguing 

possibility of observing coherent interstitial muonium precession 

in insulating ferromagnets or antiferroiuagnets. 

In a ferromagnet like Fe or Ni, the muon's electronic 



XBL 753-646 

Figure 1. The unit cell of Hi (fee) showing the positions of 

the octahedral (o) and tetrahedral (t) interstitial sites. To 

aid in visualization, the 6 octahedral and 4 tetrahedral near­

est Ni neighbors have been joined by lines. 
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screening cloud is polarized to some extent. This polarization 
45 produces an isotropic contact or hyperfine field at the roujn 

which is proportional to the degree of polarization and to the 

electron density at the )X . 

There is also a classical dipolar interaction between the 

]J and the localized polarized electrons on the neighboring cores 

of its host. Furthermore, this classical dipolar interaction may 

appear enhanced if the contact interaction mentioned above has 

not only an isotropic part but a part with dipolar symmetry as 
46 well. Such an effect is known as pseudo-dipolar enhancement 

and is a result of an aspherical charge or spin distribution in 

the moon's screening cloud. 

All dipolar fields l'anish at a site with cubic symmetry in 

the ordered phase. This applied to both the octahedral and tet-

rahedral interstitial sites in fee Ki. Here, the only field the 

u sees is the isotropic contact field. 

The situation is radically different in bec iron where the 

face-centered interstitial sites do not have cubic symmetry. The 

dipolar fields are substantial here. 

Cobalt, with the hep structure, is an intermediate case. If 

the c/a ratio were perfect, the interstitial sites would 

have cubic symmetry, for nearest neighbors. In reality, c/a for 

cobalt differs by IX from the perfect value implying that small 

dipolar fields exist at the interstitial sites in addition to the 

Isotropic contact field. 

The elegant cancellation of dipolar fields in ferromagnetic 

Ni no longer occurs when the cubic symmetry of the muon site 
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is destroyed, as it is above the Curie temperature or in a deformed 

or impure crystal. In controlled experiments of these sorts, the 

dipolar fields can be made visible and studied. 

It would be of great value to determine the state of motion 

of the y in the ferromagnets under study. Besides being of 

intrinsic interest, the state of motion determines much about hou 

the p samples the host's magnetism. 
47 An extrapolation of permeation time lag measurements 

indicates that protons in nickel below about 200K are stationary 

on the time scale of our experiment, undergoing only zero point 

oscillations about the equilibrium position at the center of the 

octahedral interstitial site. 

Positrons diffuse much more rapidly due to their low mass. 
48 Calculations for various metallic hosts suggest an increase 

9 

in diffusion rate of about 10 over protons. 

The u , with a mass between that of the proton and positron, 

may be at rest or in rapid motion; an experimental investigation 
25 

is called for. The experiment performed on mucins in Cu 

mentioned earlier suggests an elegant way to study the motion of 

u in ferromagnets. In copper, the nuclear mom:,its of the host 

present the muon with a microscopically inhomogeneous magnetic 

field. The diffusion of the \i narrows this linevidth. If 

different u sites in Ni can be made magnetically inequivalent, 

V motion in Ni can be studied in a similar manner. 

One method of introducing microscopic inhomogeniety is to 

alloy the Ni with another element. The solute will in general 

not have the same electronic moment, and a dilute random 
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distribution of these impurity atoms will produce the desired 

field inhomogeniety. A preliminary investigation of Ni-V alloys 

by our group yielded inconclusive results. 

The artificial introduction of field inhomogenieties would be 

unnecessary if the p sampled both the tetrahedral and octahedral 

Interstitial sites in the Ni fee lattice. Although the dipolar 

field in both of these sites is zero, they presumably have 

different hyperfine fields. It was hoped that one could study the 

temperature dependent jump rate of the u among these inequivalent 
27 

Dites. It is known that no dramatic changes in the muon pre­
cession occur down to temperatures of 100K. We performed an 
experiment in which a single crystal Hi sample was cooled to 
0.12K. It was hoped that two precession components would be 
visible corresponding to muons frozen in the two types of site. 

Only one precession component was seen at this low 

temperature, and the frequency was just a simple extrapolation 

of the earlier results at higher temperature. This implies 

that either the u samples only one type of site at all 

temperatures, or that it is aovlng rapidly (quantum tunneling) 

even at 0.12K. 

Because iron is bec, and because the easy axis is {100], 

well below saturation, it has two electrostatically equivalent 

interstitial sites (on the cube faces) which have radically 

different dipolar fields. The nagnitudc of the dipolar field 

at one site is twice that at the other, but the lov field sice 

is twice aa cowwon. Since the fields at the two sites have 

opposite signs, rapid *uon morion will average out their 
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contribution. Thus, the expected precession pattern in iron at 

high temperature is a single long-lived component. 

The effect of decreasing the y jump rate will be first co 

shorten the relaxation time of the precession (as the jump rate 

becomes equal to the precession frequency difference). Jusi. such 

a dramatic drop in relaxation time has been observed for muons in 
27 polycrystalline ferromagnetic iron . 

If the sample is a single crystal of iron, and if at low 

temperatures muous become frozen in the two Anequivalent sites, 

long-lived precession at two different frequencies should be 

observed . Preliminary experiments by our group on a small iron 

crystal at 77K were inconclusive. 
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D. Organization of the Dissertation 

This dissertation is divided into three main parts. The 

first describes the uSR technique as applied to a general sanple. 

Topics include the production, stopping, and decay of the n , a 

description of the experimental set-up and counting procedure, and 

a description of the methods of data analysis. 

The second part presents experimental and theoretical work 

done with uSR in Hi in the ferromagnetic state, far below the 

Curie temperature. The local field at the IJ , including its 

temperature and field dependence, is discussed. Differences 

between single crystal and polycrystalline samples are stressed 

and a theoretical treatment of the hyperfine field is presented. 

In the third part, work done on Ni near the Curie temperature 

is described. This includes a determination of the critical 

exponent 6 and an experimental and theoretical treatment of the 

observation of critical spin fluctuations with ySR. 
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II. EXPERIMENTAL DETAILS 

A. Medium Energy Physics 

At this pclac a brief description of how our positive auons 

are produced, are brought to rest in the sample, and end their 

life is in order. This description will be sketchy on purpose as 
1 2 the details have been presented in * other publications. 

The process begins when the external proton beam of the 184" 

Cyclotron of LBL strikes a copper pion production target. Only a 

pare of the beam strikes the target, allowing for the simultaneous 

operation of a 3econd experiment downstream. Out of the multitude 

of nuclear interactions which occur in the copper comes a 

substantial flux of positive pions. Those with the correct mo­

mentum enter the muon channel which is composed of a bending 

magnet followed by two quadrupole focusing magnets and a second 

bending magnet. The first bend selects pions of a definite 

momentum. These pions then decay during their flight through 

the channel Into positive muons and unseen neutrinos. Because 

the decay occurs in flight and because it is an example of a 

non-parity conserving weak interaction, a v beam with two 

oppositely polarized components results. The higher energy or 

"forward" unions are the ones used in our experiment. These are 

polarized anti-parallel to their momentum direction. The last 

bend serves to separate these forward) muons from the backward 

•uons and the undecayed pions. The forward muons have a kinetic 

energy E|* • ISO HeV ac this point. 
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The u beam then passes through a 2" copper degrader which 

further eliminates the pion component and slows the muons from 

150 Mev to 30 Mev such that they stop in the sample under study. 

A metal sample of typical size is 3" by 2" in area and 1/2" thick 

and stops about 1500 muons per second. 

The stopping of the JJ in liquids and gases (the case of 

insulators should be fairly similar) has been described earlier . 

The case of metallic samples, which are of prime interest in 

this dissertation, deserves special mention. As in liquids and 

gases, the energy loss during the beginning of the stopping 

process is purely due to ionization of the host atoms by the bare 

muon. This mechanism dominates until the u velocity drops to 

typical electron velocities in the sample (v„, the Feti.i velocity, 

for conduction electrons and etc for core electrons, both of 
8 ii 

which are about 2 x 10 cm/sec) at which point E. = 3 Kev. The 

capture of an electron by the rauon now becomes possible. A 

rapid succession of electron captures and losses follows until 

the velocity drops to the point where very little energy is lost 

per collision and a state of quasi-equillbrium is reached with the 

V' holding on to one electron. Inelastic collisions of this 

suonium atom with the host atoms slows the rauon further until 

the collision frequency drops below the response frequency of 

the conduction electrons. Below this response frequency (i.e. 

the plasma frequency **< 5 x 10 sec ) a screening cloud foras 

around the u and a bound state no longer exists. This ionization 

occurs at an energy E. « 15 ev. The V continues to drop to 

thermal energies as a bare rauon plus a screening cloud. The 
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problem of p stopping in metals ha3 been treated from another 
49 point of view by Smirnov . 

The question now arises: what happens to the muon polar­

ization during this catastrophic slowing down. The only inter­

action which can reorient the p spin is a magnetic interaction. 
-9 

Since the entire stopping process takes less than 10 sec, the 
4 muon would have to feel an average field of 10 gauss in order 

to precess one radian during its stop. In order to become 

depolarized, the ensemble of stopping rauons must see a field 

distribution whose width, after being averaged over the path of a 
+ 4 stopping u , is 10 gauss. This criterion cannot be met even in 

magnetized ferromagnets. It is true, however, that fields of 10 

gauss are produced at the u by a bound electron, but the upper 

limit for an estimate of the time during which the stopping p 
-12 binds an electron is 10 sec, which again precludes depolar-

isation. Indeed, it is found experimentally that little or no 

polarization is lost when the muon stops in metallic ferromagnets. 

The stopping p certainly causes a significant amount of 

radiation damage (vacancies, dislocations, voids, etc). Since 

the highest density of this damage occurs at the end of the 

muon's range, an important question is whether the p sub­

sequently interacts with the damage caused by its own stop. 

There is alot of uncertainty about this question, and each 

material should be examined separately. In this dissertation, 

it will be assumed that the p diffuses away from the stopping 

damage, sampling only pure, undamaged material. This assumption 

requires further verification. 



19 

We now have a thermalized, polarized u in the sample. 

During its 2.2 psec lifetime, magnetic interactions reorient the 

li spin either coherently, resulting in spin precession, or in­

coherently, resulting in depolarization. The nature of these 

magnetic interactions forms the bulk of this dissertation. 

The li decays according the the scheme: p -* e + V + V 

vhere the only observed product is the positron. Like the pion 

decay, this is an example of a non-parity conserving weak inter­

action. It is found that the angular distribution of the decay 
2 positrons is «symmetric, having the form f(S) = 1 + 1/3 cos(O) 

after averaging over the positron energy. Here 0 is the angle 

between the \i spin and the positron momentum. It is the higher 

energy positrons that are emitted in the forward direction, so 

if one selects according to positron energy (at the expense of 

counting rate), the asymmetry of the distribution increases. 

Since very low energy positrons fail to leave the sample, we 

automatically perform some degree of energy selection. The 

maximum positron energy corresponds to a range in copper of 2 cm. 



B. Experimental Technique 

A simplified sketch cf the sample and counter geometry is 

presented in Figure 2. For further details, the reader is 

referred to Reference 1. The detection of the incoming muons and 

exiting positrons is performed by two counter telescopes (drawn 

schematically as the two counters A and B in the figure),one in 

front of and one behind the target. The counters are plastic 

scintillators optically coupled to photomultiplier tubes. Pulses 

from the tubes are fed into several banks of electronic logic 

that determine when specified coincidences occur. 

A muon which stops in the sample registers a count in the 

forward or A counter with no corresponding count in the backward 

or B counter. The AB coincidence defines the time t and starts 

a very fast clock. At this time the \x polarization is known to 

be pointing back toward the A counter. The muon then decays with 

a mean lifetime of 2.2 psec. Approximately 2% of the decay 

positrons from stopped muons leave the sample and pass through the 

B counter, giving no corresponding count in the A counter. This 

AB coincidence defines the time t„ and stops the fast clock. It 

is the time difference At c t. - t which is of interest, and an 

experimental run consists of *v 10 measurements of this quantity. 

A histogram of the number of occurances of the measured 

values of At will have the general shape of a simple exponential 

decay corresponding to the 2.2 ysec decay of the y . But if the 

u is precessing in the external field or some internal field, 

the precessing anisotropic angular distribution of the emitted 

positrons will cause the average counting rate of the B counter 
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Heliwtoltz 
L/' coil 

IB r 
XBL 753-702 

Figure 2. A simplified view of the experimental set-up showing 

the precession coils, degrader, and target. The two counters A 

and B are in reality two sets of several counters each. 
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Co vary cyclically with At, and the histogram will have a 

sinusoidally oscillating component superimposed on the exponential 

envelope. The frequency of these oscillations is identical to 

the Larmor frequency of the precesslng muon. A typical 

histogram is shown in Figure 3. 

The heart of the electronic logic is the fast clock. We use 

a Hewlett-Packard type S360A Computing Counter which has a time 

resolution of 0.1 nsec. The time intervals measured are binned 

into 0.5 nsec bins and the overall time resolution of the system 

(including the counters, coincidence logic and clock) is about 

1 nsec. This places a limit of 1000 MHz on the highest precession 

frequency we can observe. The digitized time intervals from 

the clock go to an on-line Digital Equipment Corporation PDP-15 

computer where the histogram is stored and updated. 

The PDP-15 is also capable of doing limited data analysis 

such as a Fast Fourier Transform during an experimental run. 

For archival storage and for input to the larger computers at 

LBL the final histogram is written on magnetic tape at the 

conclusion of each run. A histogram consists of 12,000 bins 

corresponding to 6 usee or about 3 muon lifetimes. Just as 

the time resolution limits the highest frequency we can observe, 

the histogram length (which is dictated by the muon lifetime) 

sets a lower limit of about .15 MHz on the accessible frequency 

range. 
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Time iusec) 
MJI. 7j:Wuu 

Figure 3. An experimental histogram taken for a single crystal 

of Ni in a refrigerator at 20 K and in an external field of 150 

gauss. 



24 

Counting rates for a metallic sample of typical size 

(3" x 2" x 1/2") are as follows: 

Incident moons 3000/sec 

Stopped muons 1500/sec 

Detected positrons ("good" events) 30/sec 

"Bad" events 3/sec 

A "bad" event is defined as one in which the succession of 

pulses made the interpretation of the event ambiguous. This would 

be the case, for example, if two muoii stops occurred in rapid 

succession before a positron was detected or the clock was 

reset. Bad events were discarded by the logic. Note that with 

this v stopping rate and a 2 ysec y lifetime, we can be fairly 

sure of having only one muon at a time in our sample. 

He often found it desirable to apply an external magnetic 

field to the sample. This was accomplished with a large set of 

Helmholtz coils. Helmholtz coils have the advantage of providing 

easier access to the sample than a pole tip magnet. In 

addition, the use of Helmholtz coils avoids the problem of field 

inhoaogeniety from the magnetic image charges induced on the 

pole tips by a magnetic sample. 

The coils used in our experiment were adjusted to give 

fields from 4,4 k(3 to 15 G with an inhomogeniety across the 

sample of less than 0.3 G. The fields were not regulated directly 

but the drift in the supply current was less than 0.1 percent. 

The samples could be cooled or heated through the 

temperature range 0.1 K to 1000 K using refrigerators and ovens 

to be described later in the text. 
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c - Data Analysis 

The general mathematical fo^"* of the histogram i s : 

F(t) = N fe + e _ t ' T U [ 1 + 2 A e " t / T 2 cos(w.t + # )]} 
° 1-1 * l i 

for n different precession components (corresponding for example 

to n different muon stopping sites in a ferromagnet). Here N 

is a normalization factor proportional to the number of events 

taken, B is the time independent accidental contribution, T is 

the muon decay time (2.2 psec) and A , T 2 , 0) and <J> are 

respectively the asymmetry, relaxation time, angular frequency 

and initial phase of the i precession component. In extra­

ordinary cases (such as precession in the presence of a large 
-t/T static field inhomogeniety) the relaxation expression e 2 

-t2/T2 
must be replaced by a gaussian decay e g or something inter­

mediate between an exponential and a gaussian. The experiment-a 1 

histogram differs from this ideal form due to statistical 

variations in the population of each bin. The average of a 

large ensemble of histograms collected under identical conditions 

is described by the mathematical form given. 

The parameters of interest in the present experiments are 

A., to and T„. The easiest way of finding A. and u as well as 

identifying how many different frequency components there are is 

to do a discrete Fast Fourier Transform of the experimental 

histogram using for example the CDC 7600 computer of LBL. In 

general this procedure is preceded by division by N , sub­

traction of the background contribution and multiplication by 
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e n . Transforms of 1024 to 8192 pointK were routinely per­

formed quickly and Inexpensively. A typical transform is nhtjuii 

In Figure 4. Ideally, one can get a value for T- fros the width 

of the 1 Fourier transform peak, but this was found to ae 

grossly Inadequate due to Che discrete nature of the transform. 

A better technique, and one that la also fairly inexpensive, 

involves performing a scries of Fast Fourier Transforms, each over 

a successively later part of the data. The area undor the 

Fourier transform peak of interest is then plotted againxt the 

time window shift. In this way the relaxation nay be seen 

directly. This technique is especially valuable when tuny 

components of small asymmetry are present simultaneously in the 

data. 

When only a few (one or two) large components are involved, 

a multi-parameter non-linear fit to the data may be performed. 

The fitting procedure we used was the Maximum Likelihood Method , 

and typically 7 to 9 parameters were fit simultaneously. Often 

the amount of computing involved in such a fit coul-J be sub­

stantially reduced by condensing the histogram into a smaller 

number of bins. An advantage of using the fitting procedure 

is that a realistic estimate of the errors in the fitted values 

of the parameters can be computed by the fitting program. 

The statistical uncertainties in the experimental histogram 

are of course reflected In noise peaks in the Fourier transform 

and uncertainties in the fitted values of the parameters. An 

account of the Fourier transform and fitting data reduction tech­

niques and a description of the statistical errors involved are 

presented in the Appendix. 
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III. uSR in Ni; T « T 

A. Theory 

1. The Local Field B 

A measurement of the precession frequency of the |i in Ni 

1B equivalent to a measurmeut of B , the local field at the u . 

B is composed of the following contributions: 

B - B - NM + 4nM + B. + B,_. ]i o s d hf 
3 

B Is the externally applied field, M is the bulk magnetization 
of the saaple (nacroscopically uniform in an ellipsoidal sample), 

4TJW 
M is the saturation magnetization, s i s t n e "Lorentz 
" 3 
field" from magnetic charges on the surface of a small hypo­

thetical spherical cavity centered on the u within a domain, 
B. is the dipolar field from Ni cores within the Lorentz sphere, d 
and B. , is the hyperfine field seen by the muon due to its iso-hf 
tropic contact interaction with polarized screening electrons. 

B - NM is just H. , the internal H field. Below saturation, 
o J in 

H. cannot be greater than the coercive force (about 2 gauss), and 

ve can ignore this contribution to B . If one assumes that the 

muon is situated at a site with cubic symmetry (i.e., the 

tetrahedral or octahedral interstitial site), the dipolar fields 

of Ni cores within the Lorentz sphere will be zero. Thus, 

below saturation, we have the relation: 
B, = 4TTM + B. .. p s hf 
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2. Screening of Positive Impurities In Metals 

Because the materials of interest in this dissertation arv 

metals, and because the hyperfine field depends strongly on the 

electronic structure of the impurity state, a discussion of the 

screening cf a positive impurity in metals is in order. The 

special features that arise in the metallic state arc due to the 

presence of free or nearly free conduction electrons. 

A positive impurity (such as a V or a proton) attracts 

neighboring conduction electrons; it surrounds itself with a 

screening cloud. This configuration represents a new electronic 

energy state not present in the pure metal. The nature of such 

an impurity state has been the subject of a large amount of 
.j n .. A 5,28,45,52-55 theoretical study. 

An important question arises immediately: does the impurity-

screening cloud system resemble a hydrogen atom, in which a 

single electron can be said to be bound to the impurity, or is 

the screening cloud merely a localized region of higher density 

in the electron gas where mobile electrons temporarily congregate. 

In the first case we have a bound state; in the second case, 

we have what Friedel ca^s a "virtual bound atate". 

It may at first seem that the difference between a bound and 

a virtual bound state is only a quantitative one regarding what 

the average "occupation time" of an electron on the Impurity is. 

However, a rigorous criterion exists which can be used to decide 

between the two states: does a bound state exist in the screened 

potential of the impurity . Or alternatively one can ask: what 

is the position of the newly formed impurity state with respect 
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to the electronic energy bands of the bulk Material. 

Koatcr ami Slater have perforated a theoretical calculation 

of the position of such an impurity level as a function of the 

strength of the iapurlty pocsntlal. They found that for a weak 

potential, the new level falls within an energy band of the bulk 

material and that the scattering of band electrons by the im­

purity is significant for electrons whose energy is close to the 

iapurity level. This is Friedel's virtual bound state. 

Friedel introduced the concept of a virtual bound state from 

phenoaenologlcal considerations and described it as follows: 

since the iapurity state occurs in the band, it has the saae 

energy as some extended or band state. This allows the impurity 

state to resonate with the band state, increasing its amplitude. 

The enhanced band state in turn resonates with other band states 

of nearly the same energy, passing on some of its enhanced aniplituae. 

The process is repeated again and again with the net result of 

a broadening of the impurity state in both space and energy. Since 

a well-defined electronic state can no longer be associated 

with the impurity, the original state is said to have become a 

virtual state. 

As Koater and Slater's impurity potential is increased, a 

critical value is reached at which the Impurity state leaves the 

bottom of the band. Impurity state-band state resonance is now 

no longer possible, and the impurity state retains a discrete 

energy. A bonaflde bound state now exists with a single electron 

associated with the impurity. 
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In melals for which the free-electron gas model is a good 

approximation (e.g., the allcalai aetals), a singly-charged positive 

lupurlty forns a virtual bound state . The situation is more 

complicated in non-free-electron gas Betals such as the transition 
28 •tetals and the rare earths . The position of various partially 

localized energy bands (such as the 3d-bands in Ni) with respect 

to the Feral level ia an important factor In determining the 

nature of the screening cloud -

There is strong evidence that hydrogen gives up its electron 

when it enters some of the transition metals. As hydrogen is 
57 58 dissolved in Ni or Pd the paramagnetism of the host decreases ' 

until it vanishes at a critical hydrogen concentration. This 

effect has been interpreted as a filling of the holes in the host 

d-band with electrons contributed by the hydrogen. 

In a few transition and rare earth metals, absorbed hydrogen 
15 52 forms a co/alent bond with a host atom ' . In this case, a 

discrete impurity energy state is established with the formation 

of a molecular bound state. 

It is of interest to calculate the electron density n(o) at 

a positive impurity in a free electron gas of density n . We 

assume that the screening may be treated as a linear response, 
59 

allowing us to use the following expression : 

n(o) - n + _1_ , / d3q ( 1 - 1 ) 
(2"> E(o,t> 

where £ (o,q) is the zero frequency, momentum dependent di-
59 electric function. The simple Fermi-Thomas approximation 
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for E: 

eFT (°'"> " * + —H 
r

c 1 

gives an infinite value for n(o) and is thus unacceptable. 
2 1/2 r • (Ê /6itn e ) is tlie Fermi-Thomas screening length, and 

E_ is the Feral energy. A better approximation is the 

Llndhard self-consistent field dielectric function: 

". 
where k„ is the Fermi momentum. Both r and fc^ are functions 

only of n . After a simple numerical integration, we obtain the 

curve plotted in Figure 5. 

Also plotted are the results of a calculation by Pathak 

which includes the effect of electron-electron interactions. 

Both of these calculations of n(o) are done in the linear 
54 response approximation. A self-consistent calculation which 

accounts for non-linear contributions indicates that these 

corrections may substantially increase n(o). 

3. The Hyperfine Field in Ni 

As we have seen, the elegant cancellation of the inter­

stitial dipolar fields in nickel simplifies th*1 interpretation 

of B , the local field. The important measured quantity is B hf' 
the hyperfine field seen by the u due to its Fermi contact 

interaction with the polarized screening electrons. 

In this section, a very simple calculation of the hyperfine 
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XBL 753-703 

Figure 5. The calculated relation between n (the u -absent 
4. 

charge density) and n(o) (the density at the u ). Both curves 
are for a free-electron gas in the linear response approximation, 
but Pathak's calculation includes the effect of electron-electron 

54 
interactions. It has been suggested that both of these calcula­
tions underestimate n(o). 
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field is performed. To date, two other theort-t ical trcatm.Mts of 

this type of problem have been published. 
44 Ivanter has published a paper discussing the hyperfine 

field of the u in a ferroraagnet in which it is assumed that 

muonium is formed. The JJ exchanges its bound electron with the 

surrounding bath of polarized electrons. He predicts no hyper­

fine field for the unbound state. Although this is perhaps the 

best approach for treating ferromagnetic insulators, it is not 

applicable to ferromagnetic metals where no bound state exists. 

Stearns has treated the case of n in iron . In this 

investigation, she effectively extrapolates the hyperfine field 

at the nucleus of an interstitial iron atom in iron from the 
+ measured hyperfine field at the interstitial y in iron. This 

interstitial iron result is then interpreted in terms of a 

"conduction electron polarization curve". 

In our treatment of the V in Ni, we will assume that the 

muon is located in the octahedral site in the fee Ni lattice 

(although only minor changes would result from a switch to the 

tetrahedral site) and that no bound state is formed. 

The treatment begins with the expression for the Knight 

shift46; 

AB - 8* X s B o <l Vo)l> 2
E j ? • 

Here, AB is the field seen by a magnetic probe in a metal due to 

its hyperfine interaction witu conduction electrons polarized by 

the external field B . The quantity in brackets is an average 

over the periodic part of the conduction electron Bloch functions. 
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He will work in the free electron model where u. = 1. x i s 

the spin susceptability. The product y J may be written as the 

local magnetization m, : loc 

Vs = n l oc = " l lB t n + ( 0 > - n + ( o > l -
H i s the Bohr maeneton, and n (o) and n (o) are the d e n s i t i e s 

D 

of spin up and spin down electrons at the site of the p . Ve 

then assume that instead of an external field, some other a.̂ ent 

produces a non-zero local magnetization. AB in this case becomes 

the hyperfine field produced by the local magnetization: 
B

h f - ~i!L ̂ B (n+(°) - n+(o)] . 

45 This is the expression derived by Daniel and Friedel . It proves 

convenient to define the conduction electron polarization at the 
+ 

V . 

C(o) = [nVo) - n^(o)] 
n(o) 

t 4-where n(o) - n (o) + n (o). The hyperfine field may then be 

B
h f

 = -J!IL ^ B ?<°> n<°) • 

Usinp neutron diffraction, Mook found that the unperturbed 

or "muon absent" moment density at the octahedral interstitial 

site in ferromagnetic Ni is: 

-U D [n+ - n+l = - B ? n = -0.85 x 1 0 2 2 u/cm3 = -0.079 kG. 
D O O B O O D 

Our first model is a "very naive" picture in which no 
+ 4- -H screening of the muon's charge occurs. Tht?n n (o) - n » 
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giving B . •» Jjr x (-0.079) kG or B._ =-0.66 kG. We anticipate 

that the effect of screening will be important and as a first 

attempt to improve this estimate, we could assume that r. is 

independent of charge density. Thus the predicted hyoeri ine field 

would be enhanced by the factor n(o)/n (see Figure 5). To 

proceed further, information about the conduction electrons in 

Ni is needed. We defer further discussion until after the 

experimental data is presented. 
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B. Experimental Results 

1. Samples, Ovens and Refrigerators 

The study of Ni in the ferromagnetic state represents a 

major part of this dissertation, and I turn now to the pre­

sentation of our experimental results. 

Both polycrystalline and single crystal samples of Ni were 

used in our investigations. The polycrystalline sample was made 

from a plate of 99.6% Ni purchased from Pacific Metals in San 

Francisco, California. It was made in the shape of an ellipsoid 

in order to produce a uniform internal magnetization. The sample 

was thin along the beam direction to allow the decay positrons 

to escape through to the positron telescope. Also, a large cross 

sectional area was presented to the bean to maximize the counting 

rate. Finally, since we wanted to study the effects of different 

demagnetizing fields, an ellipsoid with three different 

principal axes was chosen. The plate was sawed, milled, and 

finally sanded to this shape — 1/2" x 2" x 4 1/2". The 1/2" 

axis was always oriented along the beam direction, and either 

the 2" or the 4 1/2" axis was oriented along the externally 

applied magnetic field. The sample was not annealed. 

Several single crystal Ni samples were used in the course 

of our experiments. A roughly spherical crystal (1" diameter) 

of unknown source and a purity of 99.995% was used in the initial 

experiments at room temperature and at 77K. Counting rate 

considerations dictated that a larger crystal was needed. 

A very large single crystal of Ni was purchased from 

Atomergic Chemicals Co., Long Island, New York. This crystal 
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also had a purity of 99.995% and had many twins with a mosaic 

spread of about 2 degrees. The crystal was cut into many piecos, 

the largest of which was a rough ellipsoid of dimensions 1/2" x 

2" x 6'*. This piece was spark cut from the original crystal and 

was not machined at all. This piece was used for refined 

experiments at room temperature and 77K. A rectangular prism 

was also cut from the large crystal. The two largest cuts were 

spark cut, and the four smaller cuts were cut on a mechanical 

hacksaw. The final dimensions of the prism were 1/2" x 1 1/2" 

x 2 1/2"; this sample was used in an experiment at 2OK and an 

experiment near the Curie temperature. A second rectangular 

prism was cut in the same manner from the large crystal, and 

this one was then shaped by sanding to an ellipsoid of dimensions 

1/2" x 1 1/2" x 2 1/2". This sample was used in experiments at 

0.12, 1, 4, 77K, room temperature, and close to the Curie tem­

perature. All the single crystal samples had the [ill] 

crystalline axis (the easy axis of magnetization) along the long 

dimension. 

Experiments were performed at many temperatures, both above 

and below room temperature. Heating and cooling devices of 

varying decrees of sophistication were constructed for these 

investigations. The ovens which were used for runs near the 

Curie temperature will be described in a later section. 

Two series of runs were done with the polycrystalline sample 

at 250 and 300 degrees C. A layer of asbestos tape was wrapped 

around the ellipsoid on which a non-inductive winding of 

nichrome heater wire was wrapped followed by a second layer of 
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asbestos tape. A chromel-alumel thermocouple was firmly 

attached to the center of the sample and used to monitor the 

temperature. No automatic regulation of the temperature was 

performed and the drift with time was perhaps 20 degrees. 

Experiments at 77K utilized a stryofoam dewar containing 

liquid nitrogen. The sample was situated in the bottom of the 

dewar and the surrounding region in the beam was packed loosely 

with styrofoam to minimize \i stops in the nitrogen. The dewar 

was filled automatically. 

For runs at 20K, the sample was bolted to a copper cold 

finger attached to a Cryomech refrigerator. The temperature was 

monitored with a carbon resistor. 

A dilution refrigerator was used for runs at 4, 1, and 0.12 K. 

This appratus was hand made by our Japanese colleagues. At 4K, 

the sample was Immersed in liquid helium, and at the lower 

temperatures, it was in thermal contact with various cold walls of 

the refrigerator. The temperature was monitored with a germanium 

resistor. 

In all the hot and cold runs, a significant fraction of the 

muons stopped in the cryostat walls or heater wrappings. This 

posed no problem for studies of the ferromagnetic phase, because 

as will shortly be described, tauons stopped in the ferromagnetic 

Ni see a magnetic field quite different from the applied magnetic 

field. Fourier transforms of the data show two well separated 

components, one from the walls and one from the Ni (see Figure 4). 

However, the walls were kept as thin as possible to maximize the 

muon stopping rate in the Ni sample. 
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2. B and The Effect of External Field and Temperature 

After the first report of coherent U precession In a boated 
35 polycrystalline Ni sample below saturation , we undertook a study 

of th-: effect of an externally applied magnetic field on the pre­

cession frequency in a heated polycrystalline ferromagnetic Ni 

sample. Muons were stopped in the polycrystalline ellipsoid 

described above at two temperatures with the sample in two 

orientations with respect to the external field. Various fields 

were applied for each of the temperature-orientation combinations. 

We found, in agreement with Kossler's group, that flow 

saturation the local field seen by the muon (B) is independent of 

external field (Figure 6). The two orientations of the sample, 

"Horizontal" and "Vertical" (2" or 4 1/2" axis parallel to the 

field), presented two different demagnetization factors, N and K , 

and hence, two different (temperature dependent) saturation 

fields. The calculated values of N and N u are 0.688 and 2.24 
v h 

respectively. As the external field was raised above the satu­

ration field of the sample, the local field began to increase 

linearly with the excess over the saturation field (Figure 6). 

This is the expected result; below saturation, magnetic shielding 

prevents the external field from penetrating the sample. After 

the domain walls have moved to their limiting positions, the 

saturation is complete and no further shielding is possible. The 

excess field i^aks into the sample. 

This type of experiment provides a very clear answer as to the 

sign of the local field. If, above saturation, the local field 

initially increases, as in the case of nickt1, B is positive. It 
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Figure 6. The local field at the muon site in nickel vs. B _, 

ext' 
the external field measured with target out. N is the: sample 
demagnetizing factor. Ihe points denoted by triangles are from 
data on an approximately spherical single crystal with the [111] 
axis parallel to B at 300 and 77 K. Other points are from 
data on a polycrystalline ellipsoid (4.5"x2"x0.5"). Solid and 
open circles refer to the 4.5" axis paralli-l to B (N = 0.688) 
at 250 and 300 C respectively. Solid and open squares refer to 
the 2" axis parallel to B (N = 2.24) at 250 and 300 C. The 
fields B and B have blen normalized to bring measurements at 
various temperatures to the same vertical level and to exhibit 
saturation for all samples at zero on the horizontal scale. 
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43 has recently been determined by this type of investigation that 

B in iron is negative. Here the magnitude of B decreases jint 

above saturation until it reaches zero, at which point it begins 

to increase again. 

The temperature dependence of B is shown in Figure 7. The 
64 local field remains roughly proportional to M (T) throughout the 

temperature range studied (0.12 K to T ). 

The measured value of B at 77 K is + 1.48 kG. The Lorentz 

field at low temperature is + 2.14 kG, which impliea a value for 

B of -0.66 kG. Notice that this is in perfect agreement with 

the "very naive" no-screening picture. We are now faced with 

the problem of accounting for this agreement in the presence of 

the substantial screening which must occur. 
37 

If one attempts to extract values of B for higher tem­

peratures, one finds a complicated temperature dependence for the 

case of an unsaturated polycrystalline sample. B, _ begins to 

decrease as the temperature is raised, but just below T , it 

exhibits a sharp peak before falling rapidly to zero at T . This 
37 odd behavior is not present in data taken by Kossler s group 

in c saturated sample, and we believe that it is due to macro­

scopic effects in a multidomain sample. 
3. Relaxation in Polycrystalline Ni 

35 In their original letter , Kossler's group presented data 

on the temperature dependence of the muon transverse relaxation 

time T„, in ferromagnetic polycrystalline Ni. The measured values 

of T, are of the order of .2 ysec. In this section I discuss the 

origin of this relaxation and its temperature dependence. 
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Figure 7. The local field B at the muon site In nickel vs. tem­

perature. The triangles and squares are our single crystal and 

polycrystal data, and the circles are Kossler's polycrystal data. 

The solid curve Is from normalized magnetization data in Ni of 

reference 64, 
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Roller's group reported that no precession could be observed 

below room temperature in their polycrystal. He managed to observi; 

very short-lived (T„ - 45 nsec) precession in our polycrystal 

at temperatures as low as 77K, but in a single crystal, we saw 

long-lived (T_ > 1 |isec:> precession even at 0.12 K. This 

difference between the polycrystal and single crystal strongly 

suggests that the existence of crystallites provides an effective 

relaxation mechanism. 

If T_ is expressed as an implied field inhomogeniety AB 
2 according to the relation AB = — - = — , Kossler's and our poly-

'li 2 
crystal data and our single crystal data may be presented as AB 

versus T as in Figure 8. Also included in the figure is data from 

an NHR experiment of Streever and Bennett on the Ni resonance 

in polycrystalline Ni and data from a NMRON experiment on Co in 

single crystal Hi by Barclay . The general agreement of the values 

of AB as measured by NMR and |j in a polycrystal is significant. 

If AB were caused by strains, it would scale something like the 

field at the probe. The field at a Ni nucleus is 50 times 

the field at a p . The approximate equality of AB as measured by 

these two probes implies that AB is the result of macroscopic 

field inhomogenieties and not strains. 

These macroscopic field inhomogenieties are probably the 

result of magnetic surface charges on the interfaces of the 

randomly oriented crystallites. The orientation of the 

crystallites influences the direction of the local magnetization 

via the anisotropy field. From the mismatch of the crystalline 

axes at a crystallite interface, a similar mismatch in local 
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Figure 8. The linewldths AB observed in nickel by various techniques. 



magnetizations arises. Since the magnetization is discontinuous 

at the boundary, magnetic charges will appear, causing the 

observed AB. 

Some consequences of this model should be readily visible. 

As the external field is increased, the local magnetizations in 

the various crystallites will orient themselves parallel to the 

external field direction. This will have the effect of decreasing 

the degree of magnetization discontinuity and hence AB. Kossler's 
35 

grcup noticed that as the temperature was lowered to room tem­
perature, precession could only be observed if the external field 
was increased. 

A second consequence involves the effect of temperature. 

Since the magnetization and the anisotropy field decrease ' as 

the temperature increases toward the Curie point, the local 

magnetizations shrink and align more easily with the external 

field as the temperature increases. Thus, the effect of higher 

temperature will be a decrease in AB. This is the observed 

dependence (see Figure 8) up to within 70 degrees of the Curie 

point. 

Kossler's group noticed a sharp rise in AB as the temperature 

was increased above T - 70K. It has been suggested that this 

is caused by critical spin fluctuations near the transition 

temperature. It is reasonable to assume that such fluctuations 

will have some effect In this temperature region (critical spin 

fluctuations are definitely observed just above T , as discussed 

in a later section), but it should be remembered that in this 

temperature range, the field at the muon Is strongly temperature 
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dependent (see Figure 7). Hence, a temperature inhomogeniety or 

drift AT will produce a relaxation time T,{T) = — — ? . 

ST I T 

In Figure 9, I present a plot of AT, as inferred from the slope 

of B IT) and the measured relaxation rate, versus temperature. We 

see that a temperature uncertainty of 12K would be sufficient to 

explain the observed rise in AB near T . Since the sample used by 
35 

Kossler's group was a large plate of Ni, a temperature uncer­
tainty of 12K is not unreasonable. Further indication that this 
rise in hh is not due to critical spin fluctuations comes from mir 
observation of a 2 ysec relaxation time in a small single crystal 
sample at 2 and 5 degrees below T . As shown in Figure 9, these 
measurements imply a temperature uncertainty of about 0.4K, which 
was also ;he experimentally measured temperature inhomop aniety 
across the sample. We have to conclude that to date, no evidence exists 
for observable critical spin fluctuations below T . 
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Figure 9. The temperature uncertainty AT required to produce the 
observed u relaxation times in Ni. The true temperature uncer­
tainties appear to be 12 K for the large sample and 0.4 K for the 
small one. 
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C Interpretation 

1. 4s Screening Model for B, f 

We have seen that the hyperfine field predicted by a "very 

naive" no-screening picture agrees perfectly with experiment. 

But, the effect of screening on the charge density at a posicive 

impurity in a metal was shown to be substantial. The success of 

the no-screening picture must be made compatible with the 

screening of the V by the conduction electrons of Ni. 

The conduction band of Ni consists of 3d and 4s electrons 

The magnetic moment distribution in ferromagnetic Ni has been 
62 

measured by Mook and is shown in Figure 10a. Localized regions 

of large positive moment density are surrounded by a small 

negative interstitial moment density. 
71-73 It should be noted that most band structure models 

which consider both d- and s-electrons as itinerant cannot explain 

the existence of large regions in the crystal where the spin 

density is opposite to the majority spins. This is because the 

exchange splitting of a_ll electrons tends to have the same sign, 

throughout the Brillouin zone. One notable exception is the work 
74 of Connolly , who through a self-consistent calculation obtains 

an s-elec£ron exchange splitting opposite in sign to that of the 

d-states. 

It is in any case probable that i-he negative moment density 

in the interstitial region of nickel ^Figure 10a) is due to the 

4s-electrons and that the more localized, positive moment is due 

to the 3d-electrons. He carry this to the extreme in a simple 
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Figure 10. a) Magnetic moment density along the [100] direction 
62 in ferromagnetic Hi as measured by neutron scattering, b) 

Schematic diagram of spin distribution according to a simple model. 
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model whict treats the 3d-electrons as perfectly localized on 

the nickel cores and the 4s-electrons as forming a free-electron 

gns. The density of this free-electron gas may be estimated 

using the atomic density of Ki and the fact that each nickel 

core contributes 0.54 electrons to the 4s-band. This gives a 
22 -3 uniform unperturbed 4s-electron density n = 4.9 x 10 cm . A 

schematic diagram of the unperturbed spin densities according 

to our model is shown in Figure 10b. 
4. The 4s-electrons move to screen the ji , forming a screening 

cloud with a radius given roughly by the Fermi-Thomas screening 

length r = ( F/6im e ) ' = O.o£, where E_ is the Fermi S O r 

energy. Since the muon-nearest-neighbor nickel distance is 1.8 A, 

all screening is by 4s-electrons in this model. From the 

earlier calculation of n(o) (Figure 5) we can find the charge 

density at the ji in the 4s-free-electron gas. We find n(o)/n ^ 5 

for the calculated 4s-density. 

A simple picture predicts that the screening cloud has the 

same proportion of spin up and spin down electrons as the un­

perturbed state. Since the very naive picture of no screening 

gives the correct hyperfine field, this direct proportionality 

hypothesis will give too large a field (by a factor 5). 

Consider now the form of the total energy of the free 4s-

eleetrons. This includes: kinetic energy, s-d exchange energy, 

s-s exchange energy, and correlation energy. Thus, the energy 

density in the unperturbed case is: 

e = A [E, + E , + E + E ], o v ke sd ss c 

where V is the volume of the sample. For the moment, we ignore 
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the terms E and E and break E. and E into spin up an-̂  spin 

down components: 
e„ = A n „ 5 / 3 K 1 + ? ) 5 / 3 + < X - 5 > V 3 3 + H R H . n C o o B sd o 

2 2/1 2 2 f + 
Here, A = 3_ (3TT ) ' ti » 1.44 h_ , and ? = n -n . The 

20 m m n 
o 

first term Is kinetic energy and comes from summing free electron 

states for the two spin orientations up to the Fermi level. In 

the second term, it is assumed that the effect of the s-d ex­

change interaction can be approximated by a Zeeman Interaction 

with an effective, uniform, exchange field, H ,. 

The equilibrium value of the polarization, found by minim-
-2/3 izing e with respect to £, is £ = -H . n . For the un-o o sd o perturbed case, ? = 0.85/4.9 = 0.17; the value of H . is fixed o sd g to give this polarization. One finds that H , ̂  -10 G, a field 

of the order of normal Weiss fields but with the opposite sign. 

The \i is now introduced, and we assume that its Coulomb 

field does not effect the magnetic terms in the hamiltonian. We 

also assume a "local" approximation, i.e., e goes to e(x) as n 

goes to n(x) and £ to C(x); the kinetic and magnetic energies 

at the point x depend only on the charge and spin densities at 

point x. The charge density n(x) is determined by Coulomb 

effects, with a negligible magnetic contribution. 

It is only the region near the \i that is of interest, so 

e(o) is minimized with respect to £(o) to find the equilibrium 

polarization at the y . One may then investigate how C(o) changes 

with n(o) (i.e., what the relation is between the charge density 

and spin polarization at the u . It is convenient to define two 
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quantities: p = n(o) C(o) and p = n(o) , the relative spin 
S n 5 q n 

o o o 
and charge densities, which compare the perturbed and unperturbed 
states. The success of the very naive picture implies that the 

true value of p must be close to 1, and the calculation of the s 
Lindhard screening implies that p must be ̂  5. From a plot of 

the calculated relationship between p and p (Figure 11), it is 
s q 

clear that the model is a considerable improvement over the direct 
proportionality hypothesis (p = p ). When the effects of s-s 

q s 59 exchange and correlation are taken into account according to 
generally accepted schemes {E - —zr ( — ) e n 

[(1 + C ) 4 / 3 + (1 - C) 4 / 3] and 
E„ = --031 e4m n [(1 + C) log (1 + ?) + (1 - C)log(l - ?]> 

12 2 
the agreement improves slightly (see Figure 11). 

However, we have made a serious error ir. using the local 

approximation in the expression for the energy density in tht-

perturbed state. The local approximation can only be valid when 

changes in charge density occur slowly over a typical electron 

wavelength X ̂  1/kj. ̂  a, where a is the lattice constant. But 

the charge density near the u changes drastically in a distance 

r = 0.6 A = a/6 < a. Thus the local approximation is not 

valid, and a better (i.e.,non-local) theory is called for. 

Among the advantages that a non-local extension of the model 

would bring is the possibility of a non-uniform s-d exchange 

field H J(X). H would be stronger in the vicinity of the Ni 

cores where the s-d overlap is greatest, and it would have a 

minimum at the interstitial site. The substantial exchange field 

near the cores could, in a non-local theory, produce the observed 
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Figure 11. Calculated relationships between the relative charge 
and spin densities (p and p ) at the muon site, p and p are q s , q s 
the charge and spin densities at the V normalized to the unper­
turbed, or u -absent, situation. The straight line p = p rep-

s q 
resents the "direct proportionality" hypothesis, while the remain­
ing curves are the result of model calculations Involving the 
designated terms in the expression for the free-electron energy 
Efe-
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interstitial spin polarization even though the exchange field here 

is small. Then, as the u pulls in charge, the displaced electrons 

would feel a weaker exchange f.eld, and the spin density at the 

V would be decreased from the local approximation value. This is 

the desired direction of change (see Figure 11), but a quantitative 

diBcussion must await an improved calculation. 

We hope, however, that the main theses of our argument will 

hold up to closer scrutiny. These are: 1) The neutron diffraction 

data correctly give the moment density, and the negative inter­

stitial moment is from quasi-free 4s-electrons. This implies an 

antiferromagnetic s-d exchange Interaction analsgous to that 
75 + 

found in rare earths . We believe the u result and our simple 
theory support the neutron work. 2) The 3d-electrons participate 

+ only weakly in screening the V as if they were highly correlated 

on each Ni core, moving essentially as a localized unit. Such a 

high degree of correlation is evident in NiO. 3) The kinetic 

energy increase accompanying a build-up of one spin orientation 

in the screening cloud keeps the spin density at the u low while 

the charge density increases. 

2. Knight Shift at the \i in Normal Metals 

An extension of the theory just developed for the hyperfine 

field at the V in Ni may be made to the case of Knight shifts 

seen by positive rauons in normal ipctals. This is accomplished 

simply by replacing the exchange field H by the known applied 

external field B . It is now this external field which serves o 
.to polarize the screening electrons. Since 5 is then pro­

portional to this external field, so is the hyperfine field at 
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the u , which appears to shift the external field. This is the voll 

known Knight shift AB. The results of a calculation of AB/B for 

various values of n(o) are presented in Figure 12a. The rise at 

low densities found when s-s exchange and correlation are 

included is known as the exchange enhancement of the spin sus­

ceptibility. 

Data of Knight shifts of ]i precession frequencies of Hutch­

inson et. al. (Figutij 12b) follows the general shape of the 

exchange enhanced theoretical curve, although the quantitative 

agreement is poor. 

3. Local Fields in Iron and Cobalt 

The local field at the ]J in polycrystallir.e iron was 
36 measured by Kossler's group ss a function of temperature. Their 

results extrapolated to zero temperature give a value of B oi 

-4.1 kG. The sign has been determined by the Russian group 

Since the experiments were performed below saturation, the 

external field was compensated by the demagnetizing field. The 

Lorentz field at low temperature is 7.3 kG. The face-centered 

interstitial sites in the bcc iron lattice (the assumed u 

stopping sites) do not have cubic symmetry, and thus they have 

substantial dipolar fields. A classical calculation of these 

fields (ignoring possible pseudo-dipolar enchancement) gives +18 

and -9 kG. Because there are twice as many of the second type 

of site, rapid u diffusion averages the dipolar field to zero. 
27 From the Russian data cited in an earlier section, It appears 

•I-that theP is indeed hopping rapidly at temperatures above 100 K 
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Figure 12. a) Calculated dependence of the u + Knight shift <AB/B) 
on the free-electron charge density at the muon n(o). The two curves 
represent calculations involving the designated terras in the expres­
sion for the free-electron energy E, , E i s ths Zeemati energy of 
the | j e e electrons in the oxtemallyapplfed f ield, b) Knight shift 
data of V in various metals. Here, n(o) i s the free-electron den­
s i ty at the u , calculated by the Lindhard method as described in 
the text. 



(Kossler's data was taken above 300 K). 

The only contributions to B are then the Lorentz field and 

tha hyperfine field, implying a hyperfine field of -11.4 kG. An 

attempt may be made to apply the "very naive" or no-screening 

theory to the hyperfine field in iron using neutron diffraction 

data of Shull and Mook . 

The neutron diffraction data in iron shows a substantial 

positive local magnetization m 1 at the face centered site, but 

m. varies rapidly with position, going negative in a region 

around the face-centered site, then going positive again at the iron 

cores. A negative m is required to explain the measured 

negative hyperfine field. It appears that the simple theory 

developed for Ni does not work for Fe; one needs to allow the 

p to sample the neighboring regions of negative m., 
-LOC. 

This may be accomplished in one of two ways. A non-local 

theory would allow an electron drawn into the muon's screening 

cloud from a region of negative m1 to retain its negative 

polarization, contributing to a negative hyperfine field. 

Alternatively, the muon itself could be allowed to rattle around 

in the interstitial site, sampling the regions of negative m, 
ioc 

and performing some sort of volume average of the interstitial 
9 spin polarization. Such an effect has been suggested to explain 

the temperature dependence of the Knight shift of H in Fd. 

The experimental picture for y in iron is at present some­

what confused. B has been measured in a polycrystalline sample 
36 at room temperature by three groups. Kossler's value (-4.1 kC) 

42 disagrees with both the Russian value (-3.50 kG) and our value 
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(-3.46 kC). It appears that there Is some sample dependent effuot. 

Wo have recently observed precession In single crystal iron 

at room temperature. The crystal was oriented with the [ill] 

axis parallel to the applied field, and it was just below magnetic 

saturation. The internal field was -3.39 kG, which again dis­

agrees with Kossler's polycrystalline value. 

We performed short runs with other orientations of the 

crystal ([lOO] and [llO]), and no precession was observed. These 

results must be regarded as preliminary at this time because of 

poor statistics. It Is interesting to note that only when the 

magnetization in single crystal iron is along the [ill] axis will 

all interstitial dipolar fields be equivalent. 
42 The measured local field B in polycrystalline Cobalt is 

± 0.86 kG at room temperature (the sign is unknown at present). 

Since hep cobalt has a c/a ratio which is imperfect ((c/a)„ » 

1.622, (c/a) . = 1.633), dipolar fields will exist at both 

the octahedral and tetrahedral interstitial sites. A classical 

calculation of these fields gives -0.43 and + 0.30 kG for the 

octahedral and tetrahedral sites respectively (the easy axis is 

along the c-axis). The Lorentz field at room temperature is 

5.86 kG, so the extracted values of the hyperflne field rango. from 

-4.57 to -7.02 kG depending upon which sign is taken for B and 

which type of site is assumed. 
78 Neutron diffraction data for cobalt indicates a spatially 

dependent local magnetization similar to that found in Ni, with a 

flat, negative magnetization at and near the interstitial site. 

The measured value of n in this region is -0.12 u /S or 
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-1.11 kG. From m. s one can use the "very naive" picture 

developed for Ni to predict a hyperfine field of 8TTm /3 - -9.30 kC. 

The similarity of the spatial distribution of m, between Co 
loc 

and Ni and the success of the "very naive" picture in Ni prompts 

me to put some faith into this predicted hyperfine field. The 

discrepancy between this result and the range of values computed 

from experiment may lie in the fact that so far, only a classical 

(non-pseudo-dipolar enhanced) calculation of the dipolar fields 

has been performed. Pseudo-dipolar enhancement could significantly 

change the magnitude and even the sign of the dipolar fields. 

A survey experiment searching for p precession in single 
37 crystal cobalt has been performed , and no signal was seen. This 

result is unexplained. 
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IV. pSR in Ni; T = T 

1. The Correlation Time Approach to p Relaxation in Ni 

As the temperature of the Ni sample is increased, the 

saturation magnetization decreases, going to zero at the Curie 

temperature (T = 630 K). At this point, nickel becomes para­

magnetic, and the average local field at the p is simply the 

externally applied field. 

But just above T , remnant ferromagnetism exists in the 

form of clusters of ordered spins. The lifetimes and sizes of 
7° 

these clusters are described " by temperature dependent corre­
lation times and lengths. 

This fluctuation of the Ni spins causes the instantaneous 
7 value of B to fluctuate. It is well known that the effect of 

a fluctuating local field on a magnetic probe such as the p is 

to produce relaxation. Thus one might expect to find a tempera­

ture dependent relaxation rate for the p in Mi just above T . 

We estimate the size of this effect in the following discussion, 

starting from the concept of a Ni spin correlation time. 
80 The spin correlation time T is defined via the spin auto-

co 

correlation function: T ^ / <S (t) S (o)> / <S (o) S (oj> dt 
—CO 

where S is the spin operator of one Ni core and the brackets 

imply a tT^mial average. In the correlation time approach, the 

meant .g of T is extended to describe correlations between dif-c 
ferent spins as well; we assume that all the Ni spins fluctuate 

randomly at an average frequency 1/T . 



62 

If each of N mutually uncorrelated spins produces a mag­
netic field of strength U/Y at the u , fluctuations of corre­
lation time T will relax the u spin at a rata given approxi­
mately by: 1 _ „ 2 . for WT c << 1. 

T 2 

Concentrate for the moment on the temperature region (T-T ) 
Rl greater than 70K. Microwave studies have established that at 

these temperatures effectively all correlation between Ni spins 

is destroyed, and they fluctuate with a correlation time 
-14 T *• 1_ ^ ft i> 2 x 10 sec. Here la is the exchange frequency, 

c a J 
and J is the exchange energy. 

Two magnetic interactions responsible for w suggest them­

selves immediately: (1) the isotropic contact interaction of 

the u with its screening cloud of (polarized) electrons, and 

(2) the classical dipolar interaction with the neighboring Ni 

cores. 

The strength of the contact interaction may be inferred 
39 + 

from the measured hyperfine field at the u in the ordered 

state, B - -0.66kG. The octahedral site has N = 6 nearest 

neighbors, and we make the assumption that they share equally 

in the interaction, each contributing -O.llkG. Thus, 

t) - Y,B),f ~ 1" 8 e c > "here Y is the gvromagnetic ratio 
~¥ — 

of the muor.. This implies a relaxation rate 1 = Ned2 „ T = 10 sec" 1. ~ cont c 
2 
cont 

u relaxation on this time scale would be unobservable. 
Although the dipolar fields from neighboring Mi cores 



vanish by symmetry at th»_ octahedral site In the ordered state, 

dipolar fields from Fluctuating spins can cause relaxation when 

the cubic symmetry is destroyed by the disappearance o f spin 

correlation. In this case, w is Riven by (for nearest neighbors): 

"dip = VW K 1 £ ) 8 M C" 1-
(a/2)3 

where u„. = 0.6 VL is the magnetic moment of a Ni core and a Is 
2 the lattice constant. Since to,, for neip.hbors further removed 

from the v drops off rapidly with distance, we consider only the 
2 3 - 1 nearest neighbor contribution: 1 = Nto,_ T - 10 sec «r dip c 

2 which is also to small to be dip observable. 

It is often the case that in addition to the isotropic con­

tact interaction between the spins of a magnetic material, there 

exists a contact interaction with dipolar symmetry. This "pseudo-
81 

dipolar" enhancement of the classical dipolar field is known 
to be the source of the ferromagnetic resonance linewidth air* the 

82 
magnetic anlsotropy in Ni. It has been su^esterf that a pseudo-
dipolar enhancement of to, by a factor 10 may not be unreason­
able, in which case the relaxation would be visible. 

lation time increases, becoming infinite at the transition. This 

would increase the relaxation rate expected for the JJ . 

It would be of interest to observe critical p relaxation 

and to compare the experimental temperature dependence of x with 
c 80 that determined using other probes 

2. The Critical Exponent ** 

It has been shown experimentally and theoretically ' that 
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as the temperature approaches T- from below, the saturation 

magnetization obeys a simple law: 

M (T) rTc-T"J B ; T < 1 

where the critical expoaent $ has a value close to 0.3. The 
+ 40 

theory of the u hyperfine field B presented earlier is com­

patible with the assumption that B.£ " M (T). Making this 

assumption and noting that B = 4TTM + B. f, we see that the local 
1 

field at the p is proportional to M (T), and we hence have an 
opportunity to measure the critical exponent 6 with a pSR experi­

ment. 
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B. EXPERI' •lilAL RESIT.TS 

1. Samples and Ovens 

We have performed o aeries of experiments observing the 

precession of positive muons stopped in single crystal Mi sam­

ples held at tenperatureo close to and above the furie -empera-

ture T_. It is oJ interest to determine the dependence of 15 

on temperature as T is approached from below and to study the 

temperature dependence of the u spin relaxation time as T is 

approached from above. 

Studying the critical region around T requires a reliable 

method of temperature monitoring and control. These problems 

are greater for the case of uSR than for some other techniques, 

becausea in order to stop enough muons, the samples must be 

fairly large. In addition, to allow the entrance of the u and 

to minimize stops in the oven walls, thin windows and shields 

must be used. 

We have used three different sample-even systems in search 

of a reliable design. The first oven was designed and built by 

the group from the University of Tokyo. It consisted of a rec­

tangular prism of single crystal Ni 1/2 x 1 1/2 x 2 1/2" sur­

rounded on the four thin edges by four peices of porous ceramic 

tile. The crystal was secured inside the square of tiles by 

small ceramic standoffs at four points. The tiles were held 

together by a non-inductive winding of non-magnetic nichrome 

heater wire which passed through long holes drilled lengthwise 

through the tiles. Molybdenum shields fit into grooves in the 

tiles and covered the two open faces of the sample. Then the 
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entire assembly was Fit into a polished stainless steel box. 

This box, in turn, was tied to a stainless steel bar, which 

supported the box in a vacuum can. A mechanical pump maintained 

a pressure of about 40 microns, and 2 amps of dc current was 

passed through the nichrorae heater wire. The temperature was 

measured at two points via Pt-Pt/Rh 132! thermocouples securely 

bolted to the crystal, and the heater current was controlled 

by an Chkura Electric Co. model EC-7 temperature controller. 

The idea of this design was to minimize the conduction of 

heat to the sample (vis the ceramic standoffs), the convection 

of heat to the sample (via the vacuum), and the radiation losses 

from the sample to the vacuum can (via the molybdenum and stain­

less steel radiation shields). The heating of the sample was to 

occur principally via radiation from the hot ceramic tiles. 

With this oven, the temperature lnhomogeniety near T was about 

1.5 K across the sample. The drift with time of the temperature 

was less than 0.5 K during the course of a run. 

It was discovered that due to conduction losses along the 

stainless steel bar, one of the ceramic tiles was significantly 

colder than the other three. This produced uneven radiation 

heating of the crystal. It was also decided that the vacuum 

should be improved. 

The next model of the oven used the same crystal and heater 

assembly, but this time it was mounted on long thin stainless 

standoffs. Also, a 2" diffusion pump was added which gave a 

vacuum of less than 1 micron. The temperature monitoring and 

control was the same as for the previous model. The Masured 

temperature lnhomogeniety was about 1 K. 
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These two ovens were used for the relaxation rate vs. tem­

perature studies above T c. The fraction of muons stopping in 
the parts of these ovens was about 10JT. 

The third oven also used the 2" diffusion pump and basically 
the sane temperature measuring and controlling system. But in 
this design, the Hi crystal (this time an ellipsoid of dimensions 
1/2 x 1 1/2 x 2 1/2", to minimize demagnetizing field inhomo-
genieties) was suspended inside a copper box (whose walls were 
1/16" thick) by four fine stainless steel wires and miniature 
egg insulators. The box was in turn suspended by stainless 
wires in the center of a non-inductive winding of nichrome wire. 
This assembly was then surrounded by four stainless radiation 
shields and the vacuum can. 

The idea was to heat the copper box via radiation from the 
heater wire. The box had a fairly uniform temperature because 
it was made of copper. The box then heated the crystal by radia­
tion. It was found necessary to mount a thermocouple on the 
copper box so the temperature of the box, not the crystal, could 
be controlled. This was to avoid persistent temperature oscilla­
tions between the box and the crystal. The measured temper ^ure 
inhomogeniety across the sample was 0.4 K. 

This oven was used at two temperatures Just below T„ and 
for a study of the relaxation time vs. externally applied field 
at a fixed temperature above T . Roughly 40% of the auons stopped 
in parts of this oven. 

2. Results T -S T
c . 

Precession was observed in a single crystal sample of Ni 
at the temperatures T c - 2 {+ 1) K and T £ - S (+ 1) K in an exter-



68 
nal field of 30 gauss, and the local fields were determined to 
be 246 i 10 and 340 i 10 gauss respectively. 

If one assumes B = M (T), a rough estimate for the critical 
M S 

exponent 3 may be made: f5 - 0.35 ± 0.2. This value, although 
S3 poorly defined, Is in agreement with that found with other 

probes In Hi and that predicted theoretically . 
The measured u relaxation times at these two temperatures 

are about 2 usee. This relaxation rate c;.n be accounted for by 
the 0.4 K temperature inhoaogeniety in the sample (see Fig. 9). 
Because B has such a steep temperature dependence, the true 
relaxation rate (due perhaps to critical spin fluctuations) is 
difficult to determine in this temperature region. 

3. Results T * T
c 

We have measured T, in single crystal Nl in various external 
fields in the temperature range T + 3 to T„ + 300 K, and have 
found the temperature and field dependence shown in Figures 13 
and 14. Notice that T. rises rapidly with temperature just above 
T„, then remains fairly constant above T + 70 K. The effect of 
increasing the external field is to shorten T_. 

A sophisticated fitting program was used to extract T, from 
the experimental histogram. In the analysis of the early data 
(Fig. 13), the fraction of muons stopping in the parts of the 
oven (10%) was ignored, and a straightforward 6 parameter fit 
(one precession component) was performed. Data taken using the 
third oven (Fig. 14) required a more complicated analysis proce­
dure. Since 40% of the muons stopped in parts of the oven, the 
fitting program had to take account of two precession components: 
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one short-lived one (in the Hi) and one long-lived one (in the 

oven parts). It was assumed that the precession frequencies and 

initial phases of these components were the same, and the com­

puted ratio between the two asymmetries was kept fixed. At first, 

the relaxation time of the oven component was left as a free 

parameter, but it was found that fixing It at an infinite value 

was satisfactory. 

There is a question as to the reliability of the longer T.'s 

measured (14 Msec). Since the u lifetime is only 2.2 usee, 

relaxation times this long are indeed fairly difficult to deter­

mine. The mathematical criteria involved in fixing such a long 

T, with a fitting procedure are investigated in the Appendix. 

More careful measurements with better statistics should undoubt­

edly be carried out in .he high temperature region, but froa the 

experimental evidence and from theoretical arguments, I believe 

the stated relaxation times are justified. 



C. INTERPRETATION' 

1. Temperature Dependence of the Correlation Time 

The strong temperature dependence found for the relaxa­

tion rate near T is good evidence that we are seeing the effect 

of critical spin fluctuations. 
80 Figure 15 compares the pSR data with existing perturbed 

angular correlation and neutron scattering data. From each ex­

periment, a spin correlation tin, r is extracted and plotted 

versus (T-T )/T_. For the FAC and liSR techniques, T is derived 
2 

from T, via the relation 1/T, " a T . The known (hyperfine) 

interaction strength is used for the PAC data, and for purposes 

of illustration, the dipolar field (without pseudo-dipolar en­

hancement) is used for the muon data. It should be noted that 

an uncertainty in a) Implies an uncertainty in T in only a multi­

plicative constant. With the pseudo-dipolar correction to b) 

mentioned earlier, the (JSR data points join nicely onto those 

taken with PAC. The extraction of T from the neutron data is 
c 

80 more involved and requires fairly restrictive assumptions 

We see that for all three probes, as the temperature is 

lowered toward T , the correlation time increases according to 

the power law: T " fT-T 1 where n is 0.7 for m 
PAC and ySR and is 1.4 for neutrons. The fact that the neutron 

data disagree with both the FAC and the ySR data may be due to a 

failure of the assumptions made in extracting T from the neutron 

data, or it may be Inherent in the manner in which the different 

probes sample the momentum spectrum of the critical fluctuations. 
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As T approaches T several things happen: (1) the product 

UT is no lonper small compared to one, and the correlation time 

treatment breaks down. This will only happen in a temperature 

region extremely close to T_. (2) The nearest neighbors to the 

muon begin to correlate. When this occurs, the dipolar (and 

pseu'lo-dipolar) .fields will tend to cancel by symmetry, and the 

contact term will gain in importance. 

As seen in Figure 15, the effect of an external field is 

to increase the correlation time. This is the anticipated de­

pendence since an external field is expected to stabilize the 

ordered state and hence to increase spin correlation. Since the 

PAC and neutron scattering experiments were performed in zero 

external field, a quantitative comparison with ySR measurements 

requires an extension of this work to zero field. 

2, The Scattering Function Approach 

The temperature dependent transition from a dipolar inter­

action to a contact interaction mentioned above occurs perhaps 

only for an interstitial probe such as the u . Its existence re­

quires (1) a weak contact interaction, (2) a strong dipolar inter­

action and (3) a site with cubic symmetry. It is in hopes of 

clarifying this effect that the scattering function approach to 

li critical relaxation is presented. 

Thr scattering function approach is based on the formalism 
85 developed by Moriya for H>1R relaxation near T . According to 

this formalism, for a muon spin-Ni spin interaction Hamiltonian 

of tha form: H ^ = 1^ • Ty S^, 

the relaxation rate becomes: 
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1 cr i i T (k) S(k,0) 
h » n 

Here, I and K. are the iauon and j" Ni spins. N is the number 

of spina, and S(k.,0) is the "scattering function11 for zero fre­

quency. F(k) is a form factor which contains only information 

about the geometry of the muon site and the strength and symmetry 

of the muon-Ni interaction: 

F(k) - I^e j , TrtfRl- f M j l] 

Here, R is a vector from the p to the j Ni spin (assumed to 

be 1/2). Because we only consider nearest-neighbor hyperfine and 

dipolar interactions and because of the symmetry of the octa­

hedral site, f is diagonal. The sum over k is over the first 

Brillouin zone* 

S(k,u)), the scattering function, can in principle be direct-
86 

ly measured using neutron scattering . Moriya uses an approxi­
mation for S(k,0), expressing it as x(k)/T+, where xOO is the 
momentum-dependent susceptability, and V+ is the decay rate for 
a fluctuation of wavevector k. It should be noted that through 
the quantity Tj, account is taken of the different correlation 
times for fluctuations with different wavelengths. 

S(k,0) has a maximum at k = 0 which grows to a singularity 

at T - T . This enhancement of low wavevector fluctuations is 

known as the diffusive mode. Morlya's approximate form for 

S(k,0) includes only these diffusive modes. 
87 It has recently been established that propagating spin 

wave modes called paramagnons exist above T . Although these 

modes have maximum strength at non-zero frequencies, they probably 



five a substantial contribution to S(k,0) at non-zero k values. 

Because of the temperature dependence of the population of. these 

modes, the spin wave contribution to S(k,0) will vary with tem­

perature. The form of the spin wave contribution to the scat­

tering function is much more poorly understood than that of the 

diffusive mode. 

Normalized fonr factors calculated for the p in the octa­

hedral site for the case of a nearest-neighbor isotropic hyper-

fine interaction and for a nearest-neighbor dipolar interaction 

are plotted in Figure 16. The important point to note is that 

the dipolar form factor peaks at high k, while the hyperfine 

form factor has a maximum at k = 0. This behavior may be under­

stood as follows: since long wavelength spin fluctuations tend 

to maintain the correlation of the nearest neighbors of the u , 

and because the dipolar field at the center of an octahedron of 

ordered spins is zero, the dipolar field from low wavevector 

fluctuations will be small. On the other hand, the hyperfine 

field is greatest when the octahedral neighbors are correlated. 

H5gh wavevector fluctuations destroy this order and decrease the 

hyperfine field at the u . 
Dp 

Moriya has used the calculations of Mori and Kawasaki as 
the basis for approximate mathematical forms for x(k) and Tj. He 

85 then used these expressions to compute the relaxation rate for 

the case where F(k) = 1 (i.e., for the case of a nucleus inter­

acting with a single fluctuating electron spin via an isotropic 

hyperfine interaction;. 

I have numerically performed an integration over the first 

Briliouin zone of the product of Moriya's scattering function for 
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site of Ni. In the upper figure, only the nearest-neighbor 
isotropic hyperfine interaction is included, vhile the lower 
figure is for a pure nearest-neighbor dipolar interaction. 



a fee lattice and the form factor for the nuon in the octa­

hedral site. In this calculation, the hyperflne and dipolar 

interactions were included in the proportion suggested by the 

correlation time theory presented earlier. The resulting de­

pendence of relaxation rate on temperatt re is shown in Figure 

17. Notice that the dipolar contribution to the relaxation 

rate is fairly constant, decreasing by half as the Curie point 

Is approached. The hyperfine tern, on the other hand, starts 

small but rapidly becomes the dominant contribution. This is 

because the hyperfine form factor weights the low k region of 

S(k,0) where the diffusive peak begins to diverge near T . 

The general form of the temperature dependence agrees with 

the experimental data (Fig. 13). There is disagreement regard­

ing the temperature at which the relaxation rate begins to rise 

and the value of the critical exponent. The data shows the rise 

beginning at a value of the reduced temperature (T-T )/T = 1 0 , 

while the theory predicts 10 . The measured critical exponent 

is 0.7, while the theoretical value is 3/2. To some extent, 

these disagreements are certainly due to the approximations made 

within the framework of the diffusive model. Another source of 

disagreement may lie in the failure of the theory to account for 

spin waves. 

It is interesting at this point to compare the pSR technique 

of observing critical fluctuations with those techniques which 

use a nuclear probe strongly coupled to a single fluctuating spin 

(FAC, NMR, Mossbauer effect). These probes have a k-independent 

form factor F(k), which implies that their relaxation rate will 

reflect some undetermined mixture of the effects of the k = 0 
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Figure 17. The normalized relaxation rate vs. reduced temperature 

for a y in the octahedral site in Hi according to the "scattering 

function approach". The relative strengths of the hyperfine and 

dipolar contributions were set according to arguments made in the 

text. 
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diffusive nodes and the high k propagating modes. According 

to the theory presented for the muon, these two effects con-

tribute to the V relaxation rate in different temperature 

ranges, so ideally, these two effects pay be Independently 

studied. Indeed, because the critical rise in the u relaxa­

tion rate near T. is almost strictly due to the well understood 

diffusive mode, the p may prove to be the ideal probe of dif­

fusive spin excitations near T . 

3. Field Dependence of the Relaxation 

85 Moriya also shows how the effect of an external field 

on the relaxation rate may be taken into account. He finds 

that the principal effect of the field is to wash out the diver­

gence In S(k,Q) at T and to decrease the diffusive peak at 

higher tenneraturen. This decrease in S(k,0) causes a corres­

ponding decrease in the relaxation rate with increasing field, 

which is opposite to the effect found experimentally (see Fig. 

14). 

However, Moriya assumes that the transition temperature 

remains unchanged in the presence of an external field. It has 
89 been found experimentally that In a field, the transition 

temperature shifts upwards. This is due to the stabilization of 

the ordered state (i.e., enhancement of the exchange energy) by 

the field. 

I have performed a calculation of the field effect on the 

u relaxation rate using Moriya's theory, taking account of the 

field dependent shift of the transition temperature. A linear 
QQ 

dependence of the shift on field with a slope of 10/9000 K/gauss 
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was assumed. The resulting curves show the correct field de­

pendence (i.e., 1/T, increases with increasing field) over a 

limited range of temperature and field. These results are very 

dependent on the exact relation between transition temperature 

and field. 

The theory of relaxation by critical fluctuations thus 

becomes very complicated in the presence of an external magnetic 

field. This is why the other techniques which have been used in 

the study of critical fluctuations (neutron scattering and FAC) 

have concentrated on the zero field case. Our uSR experiments 

must be extended to zero field in order to permit a satisfactory 

comparison with these other techniques. 

4. Effect of p Diffusion on the Relaxation "ate 

A potential complication of the above picture would arise 

If the u were rapidly diffusing through the Hi lattice at tem­

peratures near T . For sufficiently rapid diffusion, one might 

think that the u would "wash out" the effect of a Ni spin fluc­

tuation. This is analagous to the case of motional narrowing of 

a static dipolar llnewidth. But in order to wash out a fluctua-
-*• + tion of wavevector k, the u must diffuse a distance of the order 

of the fluctuation wavelength (2rt/k) in a time short compared to 

the decay time of the fluctuation (IV~ ). If this criterion is 

not met, the u samples this fluctuation as if at rest. 

It is a fortunate coincidence that those fluctuations with 

the shortest wavelengths also have the shortest decay times. This 
90 -1 -»• 

is stated in the slowing down hypothesis": I> " x(k). Con­

versely, those fluctuations which live a long time (i.e., which 
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remain Intact during many p hops) are also those with the long­

est wavelengths (requiring the u to diffuse a long way to wash 

out the effect). 

If the u were diffusing rapidly enough, it could of course 

wash out any fluctuation. But barring a fortuitous relation be­

tween the diffusion and fluctuation decay rates, this washing 

out would have to occur at all temperatures, contrary to experi­

ment. This question should certainly be investigated more fully, 

but it appears that p motion may be ignored. 
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V. SUMMARY AND CONCLUSIONS 

A. Summary 

The study of ferromagnets with ySR is a rich field. In 

the ordered state, far below the Curie temperature, the y 

can be used as a microscopic magnetic probe to measure the local 

field due to neighboring cores and polarised screening electrons. 

In ferromagnetic nickel, the dipolar fields from neighboring 

cores vanish because of the cubic symmetry of tne V stopping 

site. However, the hyperfine field, from the contact interaction 

of the u with the polarized screening electrons, is significant. 

The measured value of B, f ) -0.66 kG, can be explained using 

neutron diffraction data from pure Ni and a theory which assumes 

that only the 4s-electrons screen the u . 

In the paramagnetic phase, above the Curie temperature, the 

local field at the u is equal to the externally applied field. 

But close to the transition, remnant ferromagnetism exists in Che 

form of critical spin fluctuations. 

Critical spin fluctuations in Ni near T_ rapidly relax the 

V spin. The relaxation rate decreases at higher temperatures. 
85 A theory based on work by Moriya , which clearly shows the role 

of the hyperfine and dipolar interactions, is in qualitative 

agreement with the observed temperature dependence of the u 

relaxation rate. 

The stage is set for a new generation of careful, systematic 

applications of pSR to ferromagnetic materials. 
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B. Future Experiments 

A variety of fascinating uSR experiments in magnetic 

materials remain to be done, it is only a matter of time until 

most or all of the following experiments will be performed by 

one of the several groups working in this field. 

1) Observation of the dipolar fields in a strained 111 

crystal. A direct confirmation of the v stopping site in NI 

could perhaps be most easily accomplished by observing the 

appearence of these fields. The end of the elastic limit for 

stress along the [111] direction in single crystal Ni is about 
91 200 ustrain . The classical dipolar fields produced at the 

octahedral and tetrahedral sites for this strain are about -2 

and +1 gauss respectively. Establishing the sign of the local 

field shift upon straining would be sufficient to determine the 

site. Pseudo-dipolar enhancement of the classical dipolar fields 

will increase the shift, and a careful measurement of the en­

hancement would be both useful for critical spin fluctuation 

studies and interesting in its own right. 

2) Observation of two-component precession in cold single 

crystal iron. If the v can be frozen into two electrostatically 

equivalent but magnetically inequivalent face-centered sites in 

bcc iron, two precession components will be visible, their fre­

quencies split by dipolar fields. This would yield information 

analagous to that from a strained Ni experiment. 

3) Magnetic alloys in the dilute limit and near the 

critic&j concentration. The addition of a srcall amount of well 

distributed impurities to pure Ni would allow the study of p 
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diffusion via the observation of notional narrowing of the 

resulting static linewidth. In addition, a study of how the 
muon local field in a magnetic alloy decreases as the reagnPti-

92 zntion vanishes at the "critical concentration" should be 
undertaken. 

4) A precision investigation of the temperature depen­
dence of the u hyperfine field in t ferromagnet. One should 

93 look for deviations from perfect proportionality with the 
magnetization. 

5) A careful investigation of the temperature dependence 
of B (T) and T_(T) near the Curie temperature. Measurements 
in this temperature region should be made more complete and 
extended to zero external field. 

6) Determination of the u hyperfine field in the 

ordered phase of other magnetic materials including ferromag­

netic alloys, antiferromagnets, and ferrimagnets. 

7) pMR, or muon magnetic resonance. An experiment in 
which the u spin was resonantly reoriented by application of 

94 
a radio-frequency magnetic .̂'ield has been performed . It is 
difficult, however, to produce a sufficiently large rf field 

+ + 
to flip the p spin on the time scale of the u decay. The 95 existence of the hyperfine enhancement in ferromagnets could 
alleviate this difficulty, and one could even imagine perform­
ing a spin-echo type experiment on the u in a ferromagnetic 
host. 

C. Closing Remarks 

In this dissertation I have attempted to present the 



ySR technique from a solid state point of view. It is clear 

that pSR is a valuable solid state tool, and the advances in 

its application made in the future will be the result of thfj 

interest and involvement of members of the solid state commun­

ity, both experimental and theoretical. 

It is toward the end of fostering this interest and in­

volvement that my colleagues and I have directed our efforts 

over the past few years. He have met with some depressing 

failures, but also with some spectacular successes. Due largely 

to these successes, the future existence and blossoming of this 

beautiful technique is guaranteed. 

At the time of this writing one of the original focii of 

uSR physics, the 184-inch Cyclotron of the Lawrence Berkeley 

Laboratory, is on its financial deathbed, a victim of the mun­

dane pressures of American economic recession. The next genera­

tion of USR experiments will be performed at the new highly 

efficient "meson factories". It is the hope of the author that 

the lines of communication with the solid state community 

established through Berkeley will be maintained, strengthened 

and extended to the new experimental facilities. 

Finally, In closing, I want to express my admiration of 

the human Investment, both material and spiritual, in the realm 

of basic scientific research. In an era of human hunger, strife, 

and suffering, It is sometimes difficult to justify to another 

party, the expenditure this investment represents. But the just­

ification to myself is obvious and immediate. The hunger, strife, 

and suffering on our planet are temporary. It is the curiosity 

of the human mind which is basic to human existence and which must 

be preserved. 



VI. APPENDIX 

In this appendix, I discuss several topics of interest 
regarding the two principal data reduction techniques we have 
used: the discrete Fourier transform and the maximum likeli­
hood fit. Included in the discussion is a treatment of how 
statistical fluctuations in the experimental histogram manifest 
themselves In the two techniques. 

A. Discrete Fourier Analysis 

Fourier analysis is an elegant method of extracting the 
frequency spectrum from experimental data which Is a function 
of time. In our case, the tine function Is the experimental 
histogram. Significant peaks in the frequency spectrum of this 
histogram represent u precession components. The moderate size 
of our histogram (12,000 bins), the existence of the Fast Fourier 
Transform algorithm and the availability of a high speed 
digital computer make the Fourier transform technique a- attrac­
tive data analysis procedure. 

We start with a collection of numbers x,, which represent 
successive time bins of our histogram. J is the time index. 
Be hope to be able to express x, a3 a sum of sinusoidal frequency 
components: 

N iwkl 
x - Z a. expHSi (0^.1* 2N-1) 
J k = -(N-l) N 

where a. is the amplitude of the component with frequency index k. 
Experience with continuous Fourier transforms prompts us to 

guess, for afc: m _ t 

\ - _| 5 < M 0 Y ^ ^ < -0I-1X U •> . 
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t.'e see that this is the correct expression by inserting it 

into the expression for x and makinp use of the discrete 

Fourier orthogonality relation: 

_1 I explElsiblL) 
2 N k .•-(*-!) »•• 

It is of Interest to investigate the form of a. for a simple 

form of x , namely a damped sinusoidal oscillation: 

x<t) = Ae _ t'T 2 cos(01ot+W, 0$ t<AT, 
or, in discrete notation: 

x = A [exp{i<t> + ̂ 21 (ko+ia)} + exp{-i* - *$• O^-ic))] 
J 2 

where 

j = 2Nt k = w AT, and a = AT 
AT-- ° £ zsq-

We adopt the notation: k = n + 6, (0^5 < 1) and 

k = n + K, (-(N-l)-n ̂  K < N-n). n gives the number of complete 

oscillations in the time AT. K is the frequency index measured 

from n. 

A simple c a l c u l a t i o n y i e l d s : 
2Tri(6+ia) . . -2Tri(6-ic0 "I 

+ e " — - ' <V = A_ I e r r=— 
K 4N L l-exp~il(K 

— • J I T I 

N v. o-ict) l -expi2(2n+6+K-ia) - ' • 

The second term i n t h i s express ion i s a s o - c a l l e d "non-secu la r " 

term. I t can usua l ly be ignored for va lues of n not too c lose 

to 0 o r 2H. I f we assume <,6,a< < N, we f i nd : 

4ni (K-6-ia) 

| a | 2 = A i _ l - e - 2 i r a ( 2 c o s 2 ^ ) + e - 4 l T 0 ' 

16ir ( K - O ) + ct 

The real quantity |a | is the Fourier nower level. In the limit 
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of snail :t, this becomes: 

4„ 2 

2 
sin ir{ , ( a « l.SsW) 

2 2 
<<-sr+a 

= A2 , (a<< 1 , (5 = 0 ) , 

Thus, the Fourier power level has a maximum at a frequency 

such that < f S. 

Although it is true that the maximum power level is a 

function of 6, the area under the Fourier power peak is inao-

pendent of 6, as can be seen by a direct calculation (ignoring 

the non-secular term): 

£lV (any a) AT r i-• a) 
m , -2wa (•l-exp jj-J 

A 2 (a = 0). 

B. Statistical Noise in a Discrete Transform 

The poprlation of each bin of the experimental histogram 

has a statistical uncertainty describable by a Poisson distribu­

tion. This statistical uncertainty shows* itself in the discrete 

Fourier transform as noise peaks. 

We can calculate the average noise level in a Fourier trans­

form. Remember that the forro of the noise free histogram is: 

x = N oe - ; , / ju [1 + y,] 
n -t/T1 

where y(t) = I hf ' 2 cos (d^t*^). Here t = j * Tfa and 

^p = TVi'Tb' b being the time bin width and T the u + lifetime 

(2.2 usee). The number of bins is 2N. Any time-independent 
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background is assumed neplipible here. 

We are interested in the Fourier transform of: 
y , = x^ e J / j u -1. 

N o 
N may be determined via an approximate least squares fit to 
the histogram. The average Fourier power spectrum of y is: 

- _ ] IT , 2N-1 2N-1 
—i_- 2. i, -iiTk(i -1 ) 
(2N>Z j ^ O j 2 = 0 y j 1

y j 2

e x p N -1 z . 

Since the h is togram b i n s have uncor re l a t ed p o p u l a t i o n s : 

2 -2 x. x = x x + S, (x - x ) 
a l ^2 31 32 •'l3! 31 31 

- x x + 6 x , 
J l J 2 • I l ; , 2 J l 

because the second moment af the Poisson d i s t r i b u t i o n i s equa l 

to the mean. Thus: 
y 1 y, = y, y < + «, 3 « i P x -i J2 3i -2 -,i-l2 _h 

N 2 

o 

and: 2 N_ 1 

(2N) 2 J = ° N 2 

o 
where p. is the Fourier power in the absence of statistical 
noise. "" "• second term is the average noise level. 

A itity often of interest is the signal to noise ratio 
p /p . The Fourier power of a signal with asymmetry A wss shown 

2 
to be p = A /4. The average Fourier power level of pure noise 
Is: 

2N-1 - .... 2N-1 ... 
,. ^ e 2 ^ = 1 j. e J / ^ u 

(2H) 2 j = 0 H 2 (2N)2N j •» 0 
o o 

for small A. The signal to noise ratio thus has the form: 



91 
9 p /p « A II . An experiment should be designed to maximize *s • n o 

2 the product A N . 

The probability distribution of the transform noise peaks 

can also be determined* . The effect of random fluctuations in 

the bin populations x. will be an uncertainty in a. which re­

sembles a random walk in the complex plane of a, . This will be 

rigorous as 2N approaches infinity. The distribution of a^ for 

pure noise is then a two-dimensional gaussian in the complex 

plane centered on the origin: 

F<r) « e " r 2 / 2 a 2 ; r = jaj . 

We can now calculate the probability distribution of 

Fourier power peak heij>hts: 

P(r2)dr2 = P(r)dr 

P(r2) - J. p(r) 
2r 

P(pk) = 27rrP(rZ) = 7Tp(r) . 

Thus: P(pfc) = C e~ Pk / c . 

The constants C and c are determined by normalizing the 

distribution and computing its mean value: 
CO 

1 = / P(p k)# k = Cc 

pk" -f p k P ( p k ) d \ = Cc 2 = c . 
o 

For pure noise, p. • p i s Independent of k. He thus find: 
r 2 B _ 1 - 0 4 / 4 

P(Pk) • £^ll i P - _ ^ E J l e 2 J / -1, 
p <2N) 2 5 » O S 2 

•fcen calculating p, it is a good approximation to use x. 

instead of x.. Then, with the value of K determined previously 

(e.g., by an approximate least squares fit), the-expected noise 
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peak distribution nay be determined. A coherent sipnal appears 

in the distribution of Fourier power peaks as a significant de­

viation from the expected noise peak distribution. In Figure 18, 

I plot the experimental distribution of Fourier power peaks of 

two actual spectra alonf. with the distribution expected for pure 

noise. The isolated point in the right-hand fipure indicates 

the presence of a significant signal. 

C. A Theory of Noise in the Maximum Likelihood Fitting Procedure 

Consider the negative log maximum likelihood function 

for a histogram x. and a theoretical average form x.: 

F = - Z In w(x,,x,). 
1 

w(x.,x.) describes the probability distribution of the popula­
tion in the 1 bir (assumed here, for ease of calculation to 
be gausslan, as would be the case for a "compressed" histopram, 

ie, many neighboring bins summed into a single new bin) : 
— — 2 

w(xJ.x,) 1 -(.x^ - Xj) 
(2" V 2x± 

— 1/2 Note that the width of the distribution Is taken to be (x.) 

as is the case for a compressed histogram with initially Foisson 

statist]cs. 

it most closely approximates x.: 

imum) = F = -i i 
° i 

Consider now a second theoretical average form x' corres-

F (minimum) = F = _£ j,n w(x.,x ) 
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I 1 I I I 
2 4 6 . 

P (xHT) 
Figure 18. The experimental Fourier power peak distribution 

(bar graphs) and the expected distribution for pure noise 

(straight lines) for two actual 2048-point transforms. The 

isolated bar in the right-hand figure demonstrates the exist­

ence of a statistically significant signal. 
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pondinr. to values of the fitting parameters different from the 

optimal case -x±. He wish to determine under what conditions ve 

can discriminate the form x. from the form x.. 

We first calculate the expectation value of the difference 
f = F* - F , finding easily: 

f = 
2 i(. *l x- x?J 

/"" ° "~i\2 (x - x") 
r~ i z ——— 

The condition that x' can be distinguished from x, is that 

1 > if = {(f - 1)Z) ' . We calculate (if)" assuming the 

statistical independence of neighboring bins: 

x±x. = x^x ; (1 4 j) 

(Af)2 = i I [C,C - CC.) = 1. E [ ? - C 2] ; 
4 ij ~ J 1 J 4 1 

„ - , —1.2 , -o,2 
C ± = {x± - xp - (x± - x ±) 

After a fairly tedious calculation, we find: 

(Af)2 = I (2x^ + 1) 0% - *p2 

2xf 

(Af)2 = x| (x^ - x p 2 ; x ± » 1 . 

If we let: x^ = xj (1 + 6^ ; xj » 1, fij « 1, 

we find: f = 1 2 x? 6 
2 i 

(Af)2 = 2 f . 
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The condition required to be able to statistically dis­

criminate between the two Forms Is: f > Af, or f > 2, 

For the case of our histogram. If x! differs from x. In any 

interesting parameter (i.e., any but the normalization N or the 

background B), f will, in the limit cf small asymmetry A, be 
2 

proportional to the product N A , Thus, we apain see the im­
portance of maximizing this product. In Figures 19 and 20 I 
present the results of calculations of the minimum number of 
events required to 1) measure the precession frequency to a 
specified precision and to 2) differentiate between a finite 
relaxation time and an infinite relaxation time. 
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XBL 753-706 
Figure 19. The number of events required to statistically dis­
criminate a precession frequency V from a frequency V + A\J. An 
infinite relaxation time and an asymmetry of 0.2 are assumed. It 
Is also assumed that the histogram covers three \i lifetimes. 
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XBL 753-701 

Figure 20. The number of events required in order to statistically 
discriminate between a finite value of T 2 and an infinite value. 
A is the asymmetry, and T is the lifetime of the \i+ (2.2 psec). 
This plot assumes a histogram which covers three u + lifetimes. 
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