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Abstract

Anomalous Magnetic Phase Transitions
in the Quasi-One-Dimensional Systems NaV,05 and CuzWOs

Detected by Muon Spin Relaxation

Yasunori Fudamoto

Static spin freezing at T ~ Ll K was detected by muon spin relaxation
(¢SR) in NaV,0s. which is widely considered to have a spin-singlet state be-
low 35 K. This spin freezing is suppressed in charge-doped Na deficit samples
Na, V.05 with £ = 0.99 and 0.90, in which spin gap formation is also sup-
pressed. We discuss a few different scenarios to interpret this spin freezing.

Static spin freezing, with a very small average ordered moment, is also
observed at T = 7.0 K in uSR measurements of polycrystalline CuzWOe, in
contrast to the previous neutron scattering and susceptibility studies in which
a spin gap was observed. Zn-doped Cuz_ Zn.WOs with r > 0, however,
exhibit no signature of spin freezing. The uSR results of Cuz_.Zn,WOQOg are

similar to those of a charge-ordered system Na,V;0s.
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Chapter 1

Introduction

Study of the magnetic properties of low-dimensional systems is a central
research area in modern magnetism. Low dimensionality suppresses forma-
tion of long range ;)rder; there is no long-range order in any purely one-
dimensional svstems. Even in actual systems where a finite three-dimensional
coupling often helps the formation of long-range order, the ordering temper-
ature is much reduced from the energy scale of exchange interaction, and the
ordered moment size is also strongly reduced. Thus, the predominant spin
degrees of freedom remain in the dynamic spectral weight even at kgT << J.

Alternatively, quasi-one-dimensional spin systems often end up in non-
magnetic singlet ground state via the formation of a spin gap (Fig. 1.1).
Such systems include a spin-Peierls system (Fig. 1.2) CuGeOs3 [1], a two-leg
spin ladder SrCu,03 [2], and a Haldane system (Fig. 1.3) Y,BaNiOs [3].
Contrary to the robustness expected from the high energy scales of the spin
gap. the non-magnetic ground states of these systems can easily be altered
to magnetic order by a very small amount (as low as 0.1 at.%) of (Cu.Zn)
substitution [4. 3] or charge doping [6]. With substantial charge doping, some

spin gap systems exhibit superconductivity [7].

I
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Figure I.1: (a) Spin-wave spectrum of the antiferromagnetic linear chain (Des

(Cloizeaux-Pearson mode [3]). There is no energy gap in singlet-triplet exci-
tations. (b) In real systems, however. singlet ground state is often stabilized

energetically by the formation of a spin gap A.

N
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Figure 1.2: A spin-Peierls state: (a) An S = 1/2 spin chain with an uniform
antiferromagnetic interaction J. (b) The lattice-dimerized state below the
spin-Peierls transition temperature Tsp.
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Figure 1.3: The formation of a Haldane gap: (a) An S = | spin chain. (b)
The schematic view of the Valence Bond Solid state, which is based on many
singlet pairs. The circle at each site represents the projection of two S = 1/2
spins to one 5 = L.

Recently quasi-two-dimensional antiferromagnets have also attracted spe-
cial interest as a parent compound of high-T, superconductors. At low doping
the cuprates exhibit long-range antiferromagnetic order, followed by the ap-
pearances of metallic conductivity and superconductivity at higher doping.
The existence of a pseudo-gap seems to be closely related to the appear-
ance of high-T. superconductivity, since the pseudo-gap and the T. curves in
the phase diagram merge at the optimum doping, at which T becomes the
highest (Fig. 1.4).

Muon spin relaxation (uSR) is a powerful and unique magnetic probe
to study low-dimensional spin systems. Freezing of very small and/or ran-
dom magnetic moment can easily be observed in zero-field uSR. One can
also obtain limited but useful information on size and homogeneity of frozen
moments. Dynamic spin fluctuations can also be detected, in a rather large
time window of fluctuation rates v ranging between 107 ~ 10'? s7!, via 1/T}
measurements in zero and longitudinal fields.

In the present thesis, the study of low-dimensional magnetic systems in
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Figure 1.4: Phase diagram of high-T. superconductors. T~ represents the
temperature at which a pseudo-gap is formed.

vanadium oxides and copper oxides will be presented. utilizing the muon spin
relaxation technique. Vanadium oxides offer a series of related compounds
and enable us to study a variety of magnetic systems. Copper oxides are im-~
portant as a parent compound of high-T. superconductors and as a stage for
low-dimensional spin systems. Characterizations of low-dimensional systems
in vanadates and cuprates would thus contribute to a better understanding

of a wide range of novel phenomena.



Chapter 2

Muon Spin Relaxation
Technique

The muon spin relaxation (uSR) method is the main magnetic probe used
for the present study. In this chapter. theoretical and experimental features

of the uSR method will be introduced.

2.1 Stochastic Theories of Spin Relaxation

The spin relaxation function G.(t) for Gaussian and Lorentzian field dis-
tributions will be formulated. One benefit to the uSR method is that mea-
surements in zero magnetic field are possible. This condition yields the high-
est sensitivity to small internal magnetic fields. The theories developed for
ordinary spin resonance experiments. such as the Nuclear Magnetic Reso-
nance (NMR) method, often assume the existence of an external magnetic
field. and treat internal fields produced by interacting spins with their en-
vironments as relatively weak perturbations. This section introduces spin
relaxation theories which are applicable to zero-field and low-field conditions.

Theoretical spin relaxation function G.(¢) will be compared with experimen-

U



tal asymmetry A(¢) in data analysis.

2.1.1 Larmor Precession

The time evolution of any physical observable A is obtained by solving

the Heisenberg equation of motion:

dA ¢

= oA, (2.1)
where [ . | represents an anticommutation relation, and # is the Hamiltonjan
of the system. Suppose a muon spin S is placed in a field of H. Then the
Hamiltonian is given by H = —y,AH - S. where v, is the gyromagnetic ratio

of the muon spin (= 27 x 13.554 kHz/G). Thus, the equations of motion for

the muon spin S is:
dS

- = Fl=7 . 2.2
T ﬁ[ vuhH - S, S]. (2.2)
Using identities [S;, S;] = ici;jx Sk, Eq 2.2 becomes:
dS
— = . 2.

We now assume the muon spin S is initially in the z-axis direction and the
field H makes the polar angle (6, ¢) with respect to the z-axis (Fig 2.1), then
the z-component of the muon spin polarization o.(t) = S.(¢)/$ at a time ¢

can be obtained by solving Eq 2.3 with above initial conditions:
o-(t) =sin®8 + cos* 6 cos(v, Ht). (2.4)

The spin relaxation function G,(t)is the ensemble average of the z-component

of the muon spin polarization o.(t) over the field space:

G.(t) = [ dF® p(H) o(t). (2.5)



Figure 2.1: Time evolution of the muon spin S in the field H is given by
Eq. 2.4.

[fthe field distribution p(H) is isotropic (or the specimen is polycrystal). then

the integration can be done immediately over the angles § and ¢ yielding:

Gt) = / f / " H?sin8 dH d0 dé p(H) [sin®8 + cos?§ cos(v, HE)]
0 0 0

1 Q2 f>o
— - &)
3 + 3/0 p(H) cos(v,Ht) dH, (2.6)

where p(H) = 4x H? p(H) is the probability distribution of the field magni-
tude. The first term ( //3-component) originates from the fraction of the local
field which is parallel to the initial muon spin polarization. This term is an
important signature of static relaxation, because its existence doesn’t depend
on the shape of the field distribution. The second term (2/8-component) is
the Fourier transform of the field distribution, and hence, contains all infor-

mation about p(H).



2.1.2 Spin Relaxation in Gaussian Field Distribution;
the Kubo-Toyabe Theory

The Kubo-Toyabe Function

Suppose magnetic moments are randomly oriented in a condensed phase.
Then the probability distribution of a local field, which is a resultant of a
large number of elementary contributions from the dipoles. at some point in

the lattice is given by the Gaussian [9]:

3 2172
v H -
p(H) = (‘/;'—;‘r ) exp (- .,“,_\2)- (2.7)

This is a consequence of the central limit theorem. Since the multiple of the

Gaussian distributions is also a Gaussian. the distribution of a field compo-

nent is given by:

2 12 H?
i . .
p(Hi) = \/,% exp (_ .;Az ) y (l=2z,y,3). (2.

[SV]
o
v

Substituting Egs. 2.7 and 2.4 into Eq. 2.5 and integrating, we obtain:

) 2r 3 ~H?
GKT _ 2. Tu _ 1
GORT(AL) = /0 /0" 0{« H*sing dH d6 d¢ (ﬂi\) exp( ;AZ>

x [sin? @ + cos® @ cos(~, Ht)]

L 2 . A%?
= :-+§(I—;\2t2)exp (— > ) (2.9)

3
Eq. 2.9 is called the Kubo-Toyabe function [10].

A

Experimentally, the Gaussian Kubo-Toyabe behavior of the muon spin
relaxation. as well as its longitudinal field dependence, is typically observed
in spin glass systems, including substances with nuclear magnetic moments,

such as MnSi [L1] and copper [12].
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Figure 2.2: Randomly oriented dense spin system. The local field is well
approximated with an isotropic Gaussian distribution.
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External Longitudinal Field Effect

External field dependence is the characteristic feature of static and quasi-
static relaxations. Thus, it is important to investigate the muon spin relax-
ation in a 'longitudinal field’, which is the external magnetic field applied
parallel to the initial muon spin polarization (Hy; see Fig. 2.1). [n such a

case. the probability distribution of the z-component should be replaced by:

2 2
v (H: - HL)
p(H.) = \/Z_;Aexp (-“T : (2.10)

After integrating, the static Gaussian Kubo-Toyabe function in longitudinal

fields is expressed as [L1]:

GOVt Hip) = [ dHpo(H - 2Hie)S,(t:H)

2
1 =2 [ —e /2 051 Hypt
(.{p[[[,[?) ( /ﬂ» )

AN e
+2 (7 HLF) /_\/0 e~ 2gin Y HoprdT.
M

(2.11)

[n Fig. 2.3. the static Gaussian Kubo-Toyabe function GOKT(A £ Hir)
is shown for various longitudinal fields. [n zero magnetic field. the function
first decays as a Gaussian and then comes back up to the non-relaxing 1/3-
component. With a longitudinal field applied, the amplitude of the flat
component increases, because the fraction of the field which is parallel to the
initial muon spin polarization increases. In static relaxation, the magnitude
of the longitudinal field which decouples the relaxation is comparable to the
field distribution width (Hpr ~ A/7,). The distribution width can also be

extracted from the Gaussian decay-rate at early times before the recovery.
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Static Gaussian KT
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Figure 2.3: The muon spin relaxation in the randomly oriented frozen dense
spin system: static Gaussian Kubo-Toyabe function GSKT(At, Hif).

Effect of Spin Fluctuations

The effects of field fluctuations have been taken into account with the
"strong collision model’ [11, 13]. This model is mathematically simpler than
Gaussian-Markoffian model [10. 14] and is useful to obtain qualitative under-
standing of physics. The strong-collision model assumes that (1) fluctuations
occur suddenly. and that (2) every time the local field fluctuates, the muon
forgets the previous local field information. Hereafter, the field fluctuation
rate (v) is defined as the Markoffian fluctuation rate, namely, the exponential

decay rate of the autocorrelation function of the local fields:

Hoc 0 ’Hoc
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where 7 = 1 /v is the correlation time of the field fluctuation. The strong col-
lision model generally calculates the dynamic muon spin relaxation G (v, ¢)

from the original static relaxation function G(t) as follows [13]:
GP(t) = e™G(t)

e j di'G(t — ¢)G(t)

et [La / dE"C(t — Gt — ) G(E")

+ (2.13)

The terms of this series account for the muons which experienced 0, 1.2.- - -
field Huctuations in the time interval of 0 ~ ¢. The first term e~“*G/(¢) is the
static relaxation function G/(¢) multiplied by the probability e™** that the
field does not tluctuate until time ¢. The second term, which describes the
process that the field fluctuate at time £’ (0 < ¢ < t), can be obtained by
multiplying e~ G(¢') by e~**~*1G(t — '), summing over ¢'. divided by the
normalization constant 7 = L/v. [G(¢) is acting as a new initial asymmetry
of G/(t — #').] The subsequent terms can be derived in the same manner [11].

Fig. 2.4 shows the dynamic Gaussian Kubo-Toyabe function in zero-field
for various fluctuation rates (v). In the slow fluctuation regime (v/A <
- 0.1). the fluctuation induces slow relaxation of the [/3-component. The

asymptotic behavior of this relaxation has been obtained as [11]:
D(t) ~ /3 exp(—2vt/3). (2.14)

[n the intermediate fluctuation regime (0.1 < v/A < 2), the relaxation has
a Gaussian behavior in the beginning, but loses the 1/3-component. Hence,
the existence/absence of the 1/3-component is a clue which distinguishes

static/dynamic relaxation.



Dynamic Gaussian KT in Zero—Field
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13

Figure 2.4: The zero-field muon spin relaxation in the fluctuating Gaussian
local field [dynamic Gaussian Kubo-Toyabe function GPSKT (A, v, ¢; Hyp=0)].



14

In the fast fluctuation regime (v/A 2 10), the relaxation is approximated

by an exponential function [L5, 16]:
GPCET(A\ v, t; Hip) = exp(—At), (2.15)

where the relaxation rate is:

2A%y

2+ (1. Hir)?

(2.16)

[n this fast Huctuation regime, the relaxation rate ()) decreases with faster
fluctuation rates. This phenomenon is known as the motional narrowing of
the T)-relaxation rate. The longitudinal field dependence of the relaxation
rate (\) is consistent with that of the T\-relaxation theory [17], which has

been developed for nuclear magnetic resonance (NMR).

2.1.3 Spin Relaxation in Lorentzian Field Distribution

Above theories are well applied to other stochastic probability distribu-
tions. Here. we treat the Lorentzian field distribution. The Gaussian Kubo-
Tovabe theory introduced above is based on Gaussian local field distribution,
which is often realized in dense spin systems. [n dilute spin systems. such
as dilute spin glass alloys. it is known that the dipolar fields from the local
moments take a distribution [18]:

.{3 a
H="L——«—, 2.17
where « is the width of the Lorentzian field distribution. This is the three
dimensional form of the Lorentzian or Caushy distribution. Eq. 2.17 cannot

be decomposed into the distribution of field components, but they are well
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approximated as the Lorentzian distributions [19]:

Tu a .
H)=——+——"—, (i=12z,y,z2). 2.
pL(H;) T (a2+73Hi2 (t=1z,y,2) (2.18)

The origin of the Lorentzian distribution is considered intuitively as the large
variety of the muon sites relative to the local moments (see Fig. 2.5). Since
some muons locate relatively far from the local moments (site A of Fig. 2.5),
and some close (site B of Fig. 2.5), the local field distribution has a sharper
peak around zero (from site A’s) and a broader tail (from site B’s) than the
Gaussian field distribution.

The static muon spin relaxation for the Lorentzian field distribution can

be obtained [20] by substituting Eq. 2.17 into Eq. 2.6:

9 oo
GMat) = 43 [CArH? puH) cos(y,Ht) dH
. 5 (4]
9
= %-{-%(l — at)exp(—at) (2.19)

for zero-field.
[n the presence of a longitudinal field (Hyr) the probability distribution

of the =-component should be replaced by:

:‘[l a
m @ + 7a(H. — H)?

and the static muon spin relaxation for the Lorentzian field distribution in

pu(H:) = (2.20)

the longitudinal field is [15]:

a

s Hup

Glla.t: Hp) = 1 — Ji(7v. Hipt) exp(—at)

2
—( : ) (Jo(vuHirt) exp(—at) — 1)
Yo Hir

2 t
- (1 + (‘Yy:[w) ) a/o Jo(vuHrrT) exp(—art)dr,
(2.21)
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Figure 2.5: A dilute spin system. The local field takes an isotropic Lorentzian
distribution.
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Static Lorentzion Relaxation
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Figure 2.6: The muon spin relaxation in the frozen dilute spin system: static
Lorentzian INubo-Toyabe function G(a.t; Hyg).

where the j;(.r) are spherical Bessel functions.

[n Fig. 2.6. the static Lorentzian relaxation function G(¢;a. Hyf) is
shown. [n zero-field. the relaxation converges to /3 of the full amplitude.
which is. again. the signature of static relaxation functions. The “dip™ at
at ~ 2 is shallower and broader than that of the Gaussian Kubo-Toyabe
function (Fig. 2.3), reflecting the broadness of the Lorentzian distribution.
The relaxation at early times shows an exponential decay, as the result of
Fourier transform of the Lorentzian distribution.

[n the presence of field fluctuations. the Lorentzian relaxation function
is modulated in a similar manner as the Gaussian Kubo-Toyabe function.
Still. one must notice that the Lorentzian distribution results from many in-

equivalent muon sites. A particular muon, which resides at site A (Fig. 2.5),
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never experiences the local field at site B during the field fluctuation pro-
cesses. [f one is not aware of this point, and applies the strong collision series
(Eq. 2.13) to the static Lorentzian relaxation function G"“(a, ¢; H.r), one ob-
tains an unphysical result: the absence of motional narrowing [13] in the fast
fluctuation regime.

The proper treatment to dynamisize the Lorentzian relaxation function

is as follows [15]:

(1) Decompose the Lorentzian field distribution to the sum of many Gaus-
sian distributions, each of which represents the local field distribution

at an individual muon site.

(2) Obtain the dynamic Gaussian Kubo-Tovabe function for each muon
site. This treatment reflects the inequivalence of each muon site for

the Lorentzian distribution.
(3) Add each contribution. to restore the Lorentzian field distribution.

This procedure has been formulated [15], using a weighting function
pa(). which is the probability of finding a muon site (Gaussian field width:
A) in a dilute spin system environment (Lorentzian field width: a). The

dynamic Lorentzian relaxation function is obtained:

]
(3]
N
~—

Pl(a. v, b; Hip) = /m GPCET (A, v, £ Hip)pe(A)dA, (2.2
0

where

2a a? 59
PalA) = ~ Xz SXP (-i\—z - (2.23)
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Dynamic Lorentzian in Zero—Field
1.0 T T T T T

S04

Figure 2.7: The zero-field muon spin relaxation in a fluctuating dilute spin
svstem: dynamic Lorentzian relaxation function GP%(a,v.t; Hpr = 0).

This weighting function, by definition. converts a Gaussian distribution to a

Lorentzian distribution:

A /°° pc(Hi)pa( A)A, (i = z,y,7). (2.24)

[n Fig. 2.7. the dynamic Lorentzian relaxation function in zero-field GPYa.v.t; Hyp =
0) is shown. The effect of the field fluctuations is similar to that of the Gaus-
sian case: in the slow fluctuation regime, the 1/3-component suffers a slow

relaxation as [L5]:
GPY(a, v, t; Hyp = 0) ~ 1/3exp(—2vt/3), (2.25)

and in the fast fluctuation regime, motional narrowing is exhibited. For

the Lorentzian distribution, the relaxation in the fast fluctuation regime is



approximated by a square-root exponential function [15]:
GP%(a, v, t; Hir) = exp(—VAt) (2.26)

with the relaxation rate:

1a*v
A= . 2.27
v: + (1. Hur)? (2.27)

Experimentally, the Lorentzian relaxation function, as well as the square-
root exponential behavior in the fast fluctuation regime, have been observed
in dilute spin glass alloys [15], and the theory has been quite successful in

dilute spin svstems.

2.2 Experimental Setup

2.2.1 The Basics
The uSR technique is based on the two properties of muons:

(a) muons are 100% spin-polarized. when produced from the mp decay:
o ut 4+, (2.28)

(b) muons decay into one positron and two neutrinos with a lifetime of

pt et +uv.+5, (2.29)

The feature (a) results from the *parity violation’ of the weak decays, namely,
the fact that only left-handed neutrinos exist. As shown in Fig. 2.8, the muon
from the 7 decay has to be spin-polarized, in order to conserve the total

spin zero of the pion.
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Figure 2.8: Schematic view of the mu decay. The muon is spin polarized,
because pion has spin 0 and neutrino is spin-polarized.

The feature (b) yields an asymmetric angular distribution of the decay-
positrons relative to the muon spin direction. The angular distribution of
decay positrons depends on their kinetic energy, which ranges from 0 to
Eax~m,c*/2=53 MeV. The angular distribution is expressed as [21]:

L +a(e)cosl

dN = 1 dQ x p(e)de (2.30)

where
ale) = (2 —1)/(3 - 2e) (2.31)
ple) = 2(3 —2)é (2.32)

and € = F/Enax is the normalized positron energy, § is the angle of positron
emission measured from the muon spin direction. and df) is a small solid
angle. After integrating the positron energy, the angular distribution behaves
as shown in Fig. 2.9.

The basic idea of the uSR technique follows the next three steps:
(1) a muon is implanted in the sample with its spin polarized.

(2) the muon spin changes its direction because of the magnetic environ-

ment around.
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Figure 2.9: Angular distribution of the positron after integrating over its
energy. The radial distance represents the relative probability that a positron
is emitted in a given direction.

(3) the muon decays into a positron and two neutrinos. The muon spin
polarization at the time of the decay is reconstructed by measuring the

positron directions for many incident muons.

Detection of Positrons

To reconstruct the muon spin direction, it is convenient to have two
positron counters which are placed symmetrically with respect to the sample
(muon) position. as shown in Fig. 2.10.

We define the muon spin polarization along the counter axis as P,(t) =
cos O(t). where ©(t) is the time evolution of the muon spin angle relative
to the counter axis (see Fig. 2.10). The positron count rate of each counter
Ni(¢) (i=l. 2) is found by integrating the positron angular distribution of

this tilted muon spin over the counter solid angle and positron energy. The
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Figure 2.10: A positron counter configuration to reconstruct muon spin po-
larization.

answer becomes:

Ni(t) = Nlexp(—t/m)(1 + ALPu(t)) (2.33)
Na(t) = NJexp(—t/7,)(L — A2P,(¢)) (2.34)
where
. I
NO = %x[o pe)ne)de (2.35)
_ Rale)e(e)n(e)de L 5 -
A o emle)de X a; /mlcosOIdQ (2.36)

Here. 7, (= 2.2 us) is the muon lifetime, n(e) is the detection efficiency of
the positron counters and €); is the solid angle of the counter : (= L. 2). A;
is called the asymmetry of the individual counters, which is typically 0.2 ~
0.3 in a conventional uzSR setup.

The muon spin polarization P,(t), which is the information one would

like to obtain from the uSR technique. is calculated by taking the corrected
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asymmetry (Eq. 2.37), which is essentially the count difference of the two

counters normalized by the total count:

aNy(t) — Na(t)

t) =
hBL) aB N (t) + Na(t)

(2.37)

where the parameter @ = NJ/NP = (1,/Q, (= |; ideally) corrects the de-
viation of the solid angles between the two counters, and 3 = Ax/4; (=
l: ideally) corrects the difference of the counter asymmetries.

[n Fig. 2.11. an example of the positron counts [Vi(t)] and the corrected
asymmetry [A;P,(¢)] is shown. A Larmor precession of the muon spin is
seen. as an external magnetic field perpendicular to the initial muon spin
direction was applied during this measurement.

The next section presents more details of the experimental setup which

is required for the uSR measurements.

2.2.2 Experimental Setup for the ySR Technique

[n order to perform uSR measurements, one has to visit a facility which
produces many muons. Currently, there are five such “meson factories” avail-
able in the world (see Table 2.1). The heart of these facilities is a particle
accelerator which provides a particle beam with a kinetic energy of a few hun-
dred million electron volts (MeV). For this high energy regime, there are two
tvpes of accelerators available, namely, the cyclotron and the synchrotron.
The time structure of the muon beam reflects the accelerator type of the
facility and it determines the details of the zSR setup.

In the svnchrotron-based facilities (KEK and RAL), muons come in a
pulse. with a spread of ~ 50 ns and a pulse-to-pulse interval of ~ 20 ms.

Since the muon arrival time (¢ = 0) is known from the timing signal of the
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Figure 2.11: (a) A typical time spectrum of one positron counter. (b) The
corrected asvmmetry (Eq. 2.37) of the same measurement.
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synchrotron. SR measurements are performed by taking the time spectra
of decay positrons relative to the muon pulse. The timing resolution of this
‘pulse-uSR’ method is limited by the muon pulse-width (~ 50 ns), but the
experimental time window is virtually infinite (~ 20 ms > 7, = 2.2 ps). The
long experimental time window makes this method convenient for measure-
ments of slow muon spin relaxation. The pulse-zSR method is also convenient
to introduce extreme conditions, such as high-magnetic fields [22] and optical
radiations [23. 24], using a pulse magnets/lasers synchronized to the muon
pulse.

The cyclotron-based facilities (TRIUMF and PSI) provide a continuous
muon beam. As a result. one needs a muon counter on the beam path
right before the sample, so that one knows a muon arrival time (¢ = 0).
The timing resolution of this "continuous-beam” SR method is theoretically
infinitesimally small; with carefully tuned electronics and small counters. sub-
nanosecond resolution (A¢ < [ ns) may be achieved [25]. The experimental
time window is typically ~ 12 us, which is limited by the random background
and the pile-up of second muon arrival.

Since all the data in this thesis were obtained at TRIUMF. more details

of the continuous-beam pzSR method will be explained below.

Production of a Muon Beam

The heart of TRIUMF (TRI-Universities Meson Facility) is a 520 MeV
H- cvclotron with a high beam-intensity (140 zA). An accelerated proton
beam is lead to a production target made of Graphite or Beryllium. Proton

hit the target-nuclei and create pions via nuclear reactions.
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Table 2.1: Muon facilities in the world

Name (location) | Accelerator | Muons/cm?/sec

(pulse width)
PSI (Switzerland) | cyclotron ~ 3 x 10° (DC)
TRIUMF (Canada) | cyclotron ~ 2 x 10% (DC)
LAMPF (U.S.A) | synchrotron | ~ 1 x 10° (0.7ms)
RAL (U.K.) synchrotron | ~ | x 10° (100ns)
KEK (Japan) synchrotron | ~ 3 x 10* (50as)

To obtain muons. one must wait for the pions to decay, which typically
takes 26 ns (pion lifetime). To obtain positive muons (u*), oﬁe can stop pos-
itive pions (7%) in the production target and wait for their decay, because
the positive charge of the pions prevent them from being absorbed into the
surrounding nuclei. These stopped positive pions produce positive muons
which are fully polarized anti-parallel to their momenta (see Fig. 2.8). These
muons are called the *surface muons’. because they are emitted from the sur-
face of the production target. Surface muons have (1) high spin-polarization
(~ 100 %). (2) low momentum (29.8 MeV/c ~ 170 mg/cm? as the stopping
range). and (3) small beam image (a few centimeters in diameter). These
features are all favorable for uSR measurements. The muon channels M13,
M15 and M20 at TRIUMF are designed to deliver surface muons.

Fig. 2.12 shows a schematic view of the M15 muon channel at TRIUMF'.
Four dipole magnets (B1-B4) on the beamline bend the beam and select
the momentum of the muons. Quadrupole magnets (QAQB, Q1-QL7) fo-
cus the muon beam. The DC-separators (SEPARATORI and 2) provide
crossed electric and magnetic fields perpendicular to the beamline (see the
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Figure 2.12: A schematic view of the M15 beam line at TRIUMF.
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inset of Fig. 2.12). This apparatus eliminates positrons from the muon beam
by setting the field ratio (£/B) to the muon velocity (v,). Secondly, this
apparatus can rotate muon spins away from the momentum direction, by
applying higher £ and B fields. All of the surface muon channels at TRI-
UMF are equipped with at least one DC-separator; M20 and M15 have the

capability to rotate the muon spins by 90°.

uSR Spectrometer

The muon beam is tightly collimated to the sample size at the end of the
beam pipe. which is sealed with a thin Kapton or mylar window. Muons
pass through the beam window and reach the spectrometer: a complex of a
cryostat. particle counters and magnets. Fig. 2.13 shows a schematic top-

view of a typical uSR spectrometer.

Particle Counters

The particle counters used in conventional uSR measurements are usually
plastic scintillator (dark gray in Fig. 2.13) attached to a photo-tube (black)
through a light-guide; the photo-tube gives an electrical pulse when a charged
particle (u* or e*) passes through the scintillator. The muon counter, which
is placed between the beam window and the sample, provides the muon
arrival signal (¢ = 0). The scintillator of the muon counter is thin (thickness
~ 0.25 mm) so that it doesn’t prevent muons from reaching the sample.
The positron counters (Backward, Forward, Left and Right counters) are
placed symmetrically with respect to the sample position, so that the muon
spin polarization can be reconstructed as described in section 2.2.1. The

scintillators for the positron counters are relatively thick (~ 1 cm) to have a
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good detection efficiency for the relativistic decay positrons (momentum ~

50 MeV/c).
Magnets

A pSR spectrometer is usually equipped with three pairs of Helmholtz
coils: one longitudinal (H || beamline), one vertical and one horizontal pair.
These three magnets makes it possible to null the magnetic field at the sample
position for zero-field (ZF) uSR measurements. The longitudinal magnet is

also used to apply higher external magnetic field during the measurements.
Cryostats

For the SR measurements of this thesis, two types of cryostats were
employed: a 'He gas flow cryostat and a dilution refrigerator. [n the *He
gas flow cryostat. the samples were suspended close to the end of a sample
chamber. which is a tube (¢ ~ 7.5¢cm x L ~ 50cm) with a sealed beam
window at the sample position. The chamber has a *He-diffuser close to the
sample position. which is connected to a *He dewar through a capillary with
a needle valve. The diffuser provided gaseous *He to the sample chamber.
The cooling power was roughly controlled with the needle valve. The other
end of the sample chamber is connected to a rotary vacuum pump. By re-
ducing the pressure in the sample chamber, the cryostat can reach ~ .8 K.
There are two heaters equipped in this cryostat: one at the diffuser, and the
other at the sample position. The diffuser heater finely tuned the cooling
power. and determined the temperature of the *He gas flowing to the sam-
ple chamber. The sample heater was connected to a temperature controller

(Lakeshore DRC-92C) and stabilized the temperature at the sample position.
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For temperature reading and control, a carbon glass register and a platinum
thermometer (or a GaAlAs diode for the full temperature range) were used
at the sample position and at the diffuser.

The dilution refrigerator we used (Oxford 400) is a conventional closed-
cycle refrigerator, circulating the *He/*He mixture. The sample was attached
to a sample holder. which was screwed onto the mixing chamber. Since the
samples were in vacuum, the cooling power for the sample depends on the
thermal conduction. To maximize the thermal conduction, Apiezon grease
or GE varnish was applied between the sample and the sample holder. The
cooling power was controlled by the circulation rate of the *He/*He mixture.
while the temperature was controlled using a heater on the mixing chamber.
The mixing chamber was equipped with a carbon resistor for temperature
reading; the base temperature of the refrigerator was typically 20 mK. The
dilution refrigerator shares a *He dewar with a superconducting Helmholtz
coil which supplied a field parallel to the beam axis at the sample position.

Table 2.2 summarizes the features of the three spectrometers currently
available at TRIUMF. Most of the data presented in this thesis have been

obtained using the OMNI and the DR spectrometers, often in combination.
Electronics and Data Handling

The signals from the muon/positron counters are shaped to a logical
pulse using the CFD (Constant Fraction Discriminator), which is commonly
used in nuclear experiments. The logical pulses are handled by the circuits
shown in Fig. 2.14, in order to take the time spectrum of the pe decay. The

main scheme of the electronics follows the thick solid lines; the ‘muon signal’
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Table 2.2: The uSR spectrometers at TRIUMF.

Name Cryostat Longitudinal
(temperature range) | Magnets ( Hpax)

DR Dilution Refrigerator | Superconducting
(20 mk~20 K) Helmholtz (60 kG)
OMNI *He flow cryostat | Normal Helmholtz

(1.8 K~300 K) coil (3.5 kG)
HELIOS | *He flow cryostat Superconducting
(3 K~300 K) Solenoid (70 kG)

starts the stopwatch called TDC (Time to Digital Converter) and one of
the -positron signals’ stops it. The elapsed time between these two events
is stored in the histogram memory. along with the information of which
positron counter gave the stop signal. The histogram memory is read by the
data-taking VAX-computer typically every 5 minutes.

The circuit is equipped with “pile-up rejection’ logic (thin solid line in
Fig. 2.14). which is necessary for uSR measurements using a continuous
beam. as at TRIUMF. This circuit rejects situations where more than two
muons reside in the apparatus within the experimental time window; in this
situation. there is no way of knowing which muon decays to a given positron.
and therefore. the data must be thrown away. The gate generator with the
dashed lines determines the time range of interest for the measurements (~
12 us). This time range is usually set ~ 500 ns shorter than the time window
for the pileup rejection.

Using the electronics described as above, as well as the muon-beam and
the spectrometer, one obtains the time spectrum of the ue decay, as shown in

Fig. 2.15. There is, however, random background overlapping the spectrum,
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an inevitable feature of continuous-beam experiments. Usually, one assumes
that the background is time independent, and estimates its level from the
spectrum at the ¢ < 0 range (the inset of Fig. 2.15). The estimated back-
ground is evenly subtracted from the measured spectrum. The existence of
the background sets the technical upper-limit of the experimental time range
(~ 12 ps) available for the continuous-beam puSR method.

After subtracting the background. one calculates the corrected asymme-
try (Eq. 2.37). and obtains the time evolution of the muon spin polarization.

as shown in Fig. 2.11(b).
Counter/Muon Spin Geometries

In general. there are two types of spin relaxation defined: the T)- and
the T)-relaxation [I7]. [n uSR measurements. the meaning of these two spin
relaxation becomes intuitive. because the muon spin is polarized at ¢ = 0.

The Ti-relaxation is defined as the relaxation of the spin component par-
allel to the external magnetic field [17]. In order to measure the T}-relaxation
with uSR. one uses the configuration shown in Fig. 2.16(a), because the muon
spin is parallel to the beam axis by default (see Fig. 2.8).

With the same counter configuration [Fig. 2.16(b)], it is also possible to
measure T)-relaxation, which is the relaxation of the spin components perpen-
dicular to the external field [17]. In this counter geometry, there is a certain
upper limit for the transverse field Hrg (~ 200 G for surface muons), be-
cause the muon trajectory curves in the magnetic field, and in the worst case,
it misses the sample. For T,-relaxation measurements in higher fields, the

"Left-Right™ (or “Up-Down’) configuration has to be employed [Fig. 2.16(c)].
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LF (and ZF) uSR Hye

Figure 2.16: (a) Longitudinal field (LF) and Zero field (ZF) uSR. (b) Weak
transverse field (wTF) pSR. (c) high transverse field (hTF) uSR.
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The measurement with this configuration requires a good DC-separator on
the beamline. which is capable of rotating the muon spin perpendicular to

the beam (see inset of Fig. 2.12).



Chapter 3

Static Spin Freezing in
Charge-Order System NaV,0;5

We present muon-spin relaxation (£SR) studies of pure (z = 1.00) and
charge-doped (& = 0.99 and 0.90) Na,.V:0s systems [26]. We have found
static magnetic freezingat T ~ LI K in pure NaV,0s, which is widely consid-
ered to have a spin-singlet state below 35 K. This spin freezing is suppressed
in charge-doped Na deficit charge-doped systems. We present two possible
interpretations. unrelated/related to the presence of u*, compare their feasi-

bility. and consider a possible relation to recent thermal conductivity results.

3.1 Charge-Order and Singlet Ground State
in NaV-,0s

NaV,0s [27] is the second inorganic compound, after CuGeQj [1], which
has been proposed to show a spin-Peierls transition. Vanadium (V) atoms in
NaV,0s5 have a configuration equivalent to a two-leg ladder structure. Va-
ience counting based on Nat and Of°" indicates that half of the V atoms

are in spin-1/2 V** states while the other half in nonmagnetic V°* states.

338
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Figure 3.1: Temperature dependence of susceptibility in Na;V,0s [27].

Following the initial discovery of a sharp reduction of the magnetic suscepti-
bility below T. = 35 K [27] (Fig. 3.1), a gap with E; ~ 10 meV was observed
in inelastic neutron scattering [28], and a lattice distortion has been detected
below T. by x-ray diffraction [28]. These results were initially interpreted
as signatures of a standard spin-Peierls transition. Recently, however, NMR
[29] and x-ray [30] measurements found signatures suggesting that the tran-
sition is also associated with a charge ordering from a mixed valence V*3+
above T to a localization of d-electrons below T.. The possibility of a zig-zag
configuration of the magnetic V** atoms (Fig. 3.2) has also been discussed
theoretically [31]. The zig-zag charge order indeed explains observed discrep-
ancies, such as two excitation branches and an intensity modulation in the
inelastic neutron scattering measurement [32, 33], as well as an increase of the
[attice constant along the c-axis instead of the b-axis (the ladder direction) in
the x-ray diffraction study [28]. While the electronic state below 7. = 35 K
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Figure 3.2: Zigzag charge order in Na,.V,0s [31].

remains controversial, one-dimensionality in a paramagnetic phase (above T)
has been confirmed by susceptibility [27] and angle-resolved photoemission

[34] studies.

3.2 Static Spin Freezing at 11 K

[n Fig. 3.3(a), we show uSR time spectra of the (mosaic) single crys-
tal specimen of NaV,0s [35] at various temperatures in zero external field
(ZF). The spectra below T ~ 11 K exhibit a fast reduction of the muon-
spin polarization followed by a slow depolarization of about 1/3 of the total
asymmetry, which is characteristic of relaxation due to co-existing static and
dynamic random local fields. Figure 3.3(a) also shows the existence of two
different relaxation rates at low temperatures, indicating two magnetically

inequivalent muon environments. There is no sign of coherent oscillation of
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the muon spin. indicating broadness of the distribution of the local field.
The predominance of static random fields at low temperatures has been con-
firmed by decoupling the relaxation in longitudinal fields (LF) as shown in
Fig. 3.3(b). The rﬁagm'tude of the static field estimated from this decoupling
is about 100 ~ 400 G. Slow decay in the LF data suggests that dynamic spin
fluctuations remain persistent even at T — 0.

The observed spectra at low temperatures, however. do not have a po-
larization minimum of the damped oscillation of a 2/3 component. which
is expected in static ZF relaxation functions for Gaussian and Lorentzian
field distributions. This form has also been observed by uSR in other sys-
tems. such as CeCug2NigsSn [36] and Zn-doped SrCu,0s [37]. Recently, it
has been found that such a “dipless” or “shallow-minimum” lineshape could
be constructed from models [37, 38] involving spatial decay of moment size.
However. it is unclear whether or not these results are directly applicable to
the present case.

The local field of > 10? G is much larger than ~ 5 G expected when L %
of randomly located V** moments undergo spin freezing, similar to dilute-
alloy spin glasses. This feature implies that the observed local field cannot
be ascribed to the freezing of dilute impurity moments. (A Curie term in the
susceptibility of our specimen corresponds to less than 0.1 % of free S = 1/2
moments.) To account for the observed field amplitude, we have to assume
the freezing of at least about 10 % of the V** moments. Such spin freezing
behavior in widely accepted spin gap systems has also been detected by uSR
in a plaquette spin system CaV,Og [39] and a zig-zag chain system KCuCls
[40].
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At sufficiently long time, the ZF relaxation lineshape for coexisting static
and dynamic random local fields can be approximated as A(t) ~ (Ao/3)G%(t),
where 4, is an experimental initial asymmetry, its 1/3 reduction for the
polycrystal case could be somewhat varied for single crystals, and Ge(t)is a

dynamic relaxation function of stretched exponential form:
G¥(t) = exp[—(At)”]. (3.1)

A moderate applied LF should have little effect in the dynamic relaxation
process. We thus analyzed the ZF and LF data below the freezing temper-
ature Ty ~ L1 K using A(t) = A{G¥(¢) for ¢ > 0.5 psec. Aj is left as a free
parameter and remains constant around ~ 0.3Aq for ZF and ~ 0.7 A, for Ay,
= | kG. Jis fixed at 1/2, which is the observed value at T — T from above
[see Fig. 3.4(b)]. We employ a one-component function for simplicity, instead
of a two-component one for the two different muon environments, assuming
they are subject to the same dynamic process.

The stretched exponential function Eq. 3.1 is generally expected. above
and below the freezing temperature: (1) when 1/T) < w?/v is not uniform
due to a distribution of the instantaneous local field amplitude w; and/or
the Huctuation rate v among different muon sites; and/or (2) for a non-
Markoffian spin correlation process. The power 3 has a value 1/2 (1.0) for
the case of spatially dilute (dense) spin systems fluctuating with a single rate
v > w; [15]. Recently, 3 — 1/3 was observed in the paramagnetic phase of
AgMn and AuFe spin glasses [41] near the freezing temperature T.

Above T; ~ L1 K, we analysed the data by fitting to A(t) = AoGA(t)
for the entire time range. o is fixed to the initial asymmetry, and 3 is
allowed to vary in a range < 1.0. For the ZF data, Eq. 3.1 was further
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multiplied by a slowly damping Gaussian Kubo-Toyabe function (with a
constant relaxation rate A = 0.10 usec™!) to account for the nuclear dipolar
fields. These two functions are multiplied since the two relaxation processes
are entirely independent.

Figure 3.4 shows temperature dependences of (a) the dynamic relaxation
rate A\ and (b) the stretching power 3 in ZF and Hp = | kG. A sharp
peak of A and a reduction of 3 are common signatures observed in spin
glass systems around the spin freezing temperature. In Fig. 3.4(c) we show
an initial damping rate, the inverse of the time at which the asymmetry is
reduced to ~ Ag/4. as a rough estimate for the fast static relaxation rate.
The initial damping rate at low temperatures is also reduced sharply around
T;. Essentially the same results were obtained in the ceramic specimen of
NaV,0s.

We can estimate the fluctuation rate v of the fluctuating moments in the
paramagnetic phase T > Ty using A = 1/T\ ~ a®/v, where a denotes the
amplitude of instantaneous random local fields. Since the stretched expo-
nential function with 3 « 1.0 has a very sharp reduction at early times, the
relaxation rate resulting from the stretched exponential fit with the low g
values tend to underestimate an average depolarization rate. To compensate
this effect. we calculated A = In(2)/[In(2)]'/# x A. Figure 3.5 shows the
inverse average depolarization rate 1/A*. 1/A* is proportional to the average

filuctuation rate v~ as v ~ a*/A". Comparing with activated behavior:

v X exp (—kEg ) , (3.2)
B

we obtain a gap energy E, = 72.2 K, which is roughly comparable to the

spin-gap energy E, ~ 110 K obtained in the neutron measurement [28].
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Figure 3.6: ZF-uSR spectra of Na.V»0s (z = 0.90, 0.99 and 1.00) observed

at T ~2 K.

3.3 Suppression of Freezing by Charge Dop-
ings

With a small Na deficiency, NaV,Qs can be doped with holes, transform-
ing a fraction of magnetic V** (spin-1/2) to nonmagnetic V°* (spin-0). The
spin-gap formation is suppressed with Na-deficiency, and the reduction of
the susceptibility around T. disappears at r = 0.97 [42]. The conductivity
was found to increase by more than four orders of magnitude from r = 1.00
to 0.90, indicating that the doped holes on 2 V-O-V chain are mobile and
probably move via variable range hopping [42]. Figure 3.6 shows ZF-uSR
spectra of Na V205 at T ~ 2 K. The fast static relaxation observed in pure
NaV.0s no longer exists, and the dynamic relaxation rate also becomes much

smaller with hole doping. A small Na deficit is thus enough to increase the
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fluctuation rate drastically and eliminate the quasi-static component.

3.4 Discussions

Static spin freezing in a spin-gap system, and its suppression with the dis-
appearance of the spin gap. are contrary to naive expectation. In NaV,Os,
we propose a picture in which a small amount of excess V** moments, as a
subset spin system different from the majority of the V** moments forming
singlet pairs. undergo spin freezing. The singlet coupling of the remaining
majority spins may be essential in obtaining an effectively high exchange
interaction between the unpaired V** spins inferred from the rather high
transition temperature T;. This effective exchange coupling would be sup-
pressed with the disappearance of the spin gap, leading to the disappearance
of static spin freezing. When the spin gap is suppressed, unpaired spins
should be subject to the same fluctuation process as all other majority spins.
This would reduce the dynamic muon spin relaxation rate via an exchange
narrowing process, similar to a situation in the paramagnetic state above
T. = 35 K. The activated behavior of fluctuation rate v of the unpaired V
moments above T, in Fig. 3.5 can be ascribed to thermal excitations of the
neighbouring singlet pairs to magnetically active triplet states.

We should also consider a completely different picture, where the exis-
tence of u* perturbs the system, similar to an effect of (Ge, Si) substitutions
in CuGeOQs, and induces the unpaired spin(s) adjacent to the muon site. Be-
low T. = 35 K. the fluctuation of these muon-induced moments would slow
down. When the fluctuation rate v becomes smaller than a, the internal field

may resemble the case of the static spin freezing. We make the following re-
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marks concerning this picture: (1) the muon-induced effect does not exist
in other spin gap systems CuGeOs [43], StCu,03 [44], and Y,BaNiOs [6],
in which the non-magnetic ground states were confirmed by SR, or in any
known antiferromagnets or spin glass, where uSR detected only those transi-
tions which have corresponding phenomena known in bulk measurements at
the same transition temperatures, (2) the slowing down of a single unpaired
spin would result in a single exponential time correlation function. This is
not consistent either with the observed small power 3 near Ty, nor with the
coexisting dynamic and static fields below T;. We can not expect persist-
ing dynamic fluctuations at T — 0 for the single spin process, and (3) spin
freezing usually occurs in a many-body process which would not be altered
by the existence of a local impurity (z*).

Recently. Vasil'ev et al. [45] found a giant peak in the thermal conduc-
tivity & of NaV,0s5 around T ~ 15K (Fig. 3.7). The height of this peak is
sharply reduced with hole doping in Na deficient specimens, and the peak
disappears when the spin gap is completely suppressed. Phenomenologically,
this behavior may be related to our results, and could possibly give another
support for the interpretation of bulk spin freezing. The spin freezing of
minority spins below T, together with the gap-formation of majority spins,
would reduce a magnetic scattering of phonons, and thus helps increase k. A
sharp reduction of x above T} can be attributed to increasing spin scattering
of the phonons by fluctuations of the minority spins, in addition to thermally
activated fluctuations of the majority spins. One should, however, be cau-
tious about this correspondence in view of a much smaller, but somewhat

similar peak of x below the spin Peierls temperature observed even in pure
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Figure 3.7: Temperature dependence of thermal conductivity in NaV,Os [45].

CuGeOj3 [46]. 2 material in which SR detected no static spin freezing [43].

3.5 uSR Results in Other Vanadates

AV,02,.41 (A is alkaline metal or alkaline earth) offers a series of related
compounds and enables us to study a variety of low-dimensional systems
(Table 3.1) including charge-ordered (NaV;0s), spin-ladder (CaV,0s and
MgV10s), zig-zag chain (LiV,0s), dimer (CsV,0s), antiferromagnetic long
range order (CaV307 and SrV3;07), and 2-D plaquette (CaV,0Og) systems.

In these Vanadium Oxide compounds, V**Qs square pyramids are ar-
ranged either through edge-sharing or corner-sharing. Thus § = 1/2 V*+
moments are coupled with two kinds of superexchange interaction via O~
ions, either with (approximately) 90° V-O-V bond or with (approximately)

180° bond. Combination of edge-sharing and corner-sharing arrangements
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Table 3.1: A series of related AV,03,41 compounds possesses a variety of
low dimensional systems.

| Compound | Type of System

NaV,0s5 Charge-Ordered

T.=35 K

|J|/kg = 265 K

A =98 K (NMR)

A = 10 meV (Neutron Scattering)
CaV,0s 2-Leg Ladder

A =616 K (NMR)
MgV,0s5 2-Leg Ladder

A ~ 120 K (Susceptibility)
LiV,0s Double-Linear/Zig-Zag Chain

|J|/ks = 154 K
CsV.0s5 Dimer

|J|/ks =73 K
CaV;0; 2-D Heisenberg AF

Ty =230 K
SrV;0+ 2-D Heisenberg AF

Ty =343 K

CaV,0q 2-D Plaquette (RVB?)
A~ 100 K




Figure 3.8: Schematic view of V-O plane in CaVQOg. Circles indicate Vit
ions. while O%- ions are located where lines cross.

generates a variety of crystallographic and hence magnetic structures. We
are therefore able to conduct a systematic study of ground states and ex-
citations in series of compounds with the same local structure. Below we

summarize uSR studies of these compounds.

2-D Plaquette CaV,0Oq

[n CaV,0y. the nearest-neighbor V** ions, connected with the ~ 90° V-
O-V (edge-sharing) exchange interaction, form a lattice which may be viewed
as four-spin plaquettes (Fig. 3.8). For the next nearest-neighbor coupling of
~ 180° V-O-V (corner-sharing) antiferromagnetic exchange interaction. this
lattice can be viewed as inter-penetrating two plaquette lattice, frustrated by
the ~ 90° nearest-neighbor coupling. It is not determined yet which exchange
interaction (the nearest of the next nearest) is dominant.

A spin gap of A ~ 100 K was inferred from susceptibility [47], NMR [48],

and neutron [49, 50] measurements. A spin-singlet state with four adjacent
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Figure 3.9: (a) Longitudinal-field uSR spectra measured in A, = 3 kG for
polycrystalline CaV,09 at T = 100 K, 40 K, 18 K, 14 K. and 2.15 K. (b)
Longitudinal-field pSR spectra measured at T = 2.3 K in polycrystalline
CaV,0q for H; = 100 G, | kG, 2 kG. and 3 kG.

spins in the resonating valence bond state has been proposed for the plaquette
lattice with the antiferromagnetic ~ 90° nearest-neighbor coupling [51, 52|,
followed by extensive theoretical studies as a possible first example of a spin
gap in a quasi-2-D systems [53, 54].

Contrary to the spin-singlet state. which should be expected from the
spin gap, we discovered spin freezing in CaV,0y, at T ~ 12 K [39]. Figure
3.9 shows the zero-field (ZF) and the longitudinal-field (LF) SR spectra,

and Fig. 3.10 shows the muon-spin relaxation rates in these spectra. The
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CaV,0s in zero-field (squares) and | kG (stars).

magnitude of static internal field at low temperatures indicate that majority

of V** moments participate in the spin freezing.

Two-Leg Ladder CaV,0s5

Theoretical work has shown that antiferromagnetic even-leg ladder sys-
tems without inter-ladder interactions possess a spin gap and a singlet ground
state [55, 56]. CaV,0s forms a two-leg ladder structure via a corner-sharing
interaction J and also inter-ladder zig-zag chain via a edge-sharing interac-
tion J’ (Fig. 3.11). Previous susceptibility and pulsed-NMR measurements
have been interpreted in terms of a spin-singlet ground state with a spin gap
A ~ 500 K [57].

In Figs. 3.12 and 3.10, we show the zero-field (ZF) uSR spectra and the
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Figure 3.11: Structure of CaV,05 viewed along the c-axis. The solid lines
are the ladder structures formed with a corner-sharing interaction J and the
dashed lines are the zig-zag chain structures with a edge-sharing interaction
J'.
relaxation rates in both ZF and longitudinal field Hy, = 1 kG, respectively, of
polycrystalline CaV,0s. Filled symbols are fits to a single exponential relax-
ation function in the ZF spectra while open symbols are the relaxation rate
of the longer-lived tail component in a two-component fit in the longitudinal
field (LF) spectra. The relaxation rate in the LF reaches a maximum value
at T = 50 K. This indicates spin freezing below 50 K and the possibility
that a substantial fraction of the vanadium magnetic moment is not in a
spin-singlet ground state [39].

We have also performed SR measurements in all known two-leg ladder
compounds and found an absence of spin freezing in SrCu;03 down to T =
100 mK [44]. an antiferromagnetic ground state with clear muon spin pre-

cession in LaCuO,s, and dynamic spin fluctuations in MgV,0s (which we
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Figure 3.12: Zero-field uSR spectra of polycrystalline CaV;0s.

discuss next) down to T = 2.5 K. The variation in ground state of these
compounds is presumably related to the difference in their inter-ladder in-

teractions.

Two-Leg Ladder MgV,05

MgV,0s5 has the identical two-leg ladder structure as CaV,0s. Neverthe-
less. we observed dynamic spin fluctuations in polycrystalline MgV,Osdown
to T = 2.5 K in our uSR measurements.

We fit the uSR spectra in the longitudinal field Hy = 100 G (Fig. 3.13)
to the phenomenological function: A(¢) = Aexp[—(A)?] , and show the tem-
perature dependence of the relaxation rate A in Fig. 3.14. A increases

monotonically with decreasing temperature.
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Figure 3.13: The uSR spectra of polycrystalline MgV;Os in the longitudinal
field H, = 100 G.
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Figure 3.14: Temperature dependence of the relaxation rate A in the uSR
spectra of polycrystalline MgV,0s in the longitudinal field H, = 100 G.
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Figure 3.15: The uSR spectra of polycrystalline MgV,05 at T = 2.5 K. in
the longitudinal fields Hy = 100 G. I kG, and 2 kG.

In Fig. 3.15. we show the spectra at T = 2.5 K in several longitudinal
fields H; = 100 G, 1 kG. and 2 kG. The relaxation does not decouple in
the high field H; = 2 kG, and thus we confirm the presence of dynamic spin
fluctuations down to 2.5 K. The u SR results of MgV,0s5 are similar to those
of two-leg ladder cuprate StCu;03, in which we have also found an existence
of dynamic spin fluctuations down to T = 200 mK [44].

We have also measured the susceptibility of MgV 105 using a SQUID DC
magnetometer. and confirmed the existence of a spin gap A ~ 120 K. Since
the apparent spin gap in MgV,0s is smaller than that inferred in CaV,Os
(A ~ 500 K). we might expect MgV,05 will also order magnetically with the
ordering temperature which is much reduced from the ordering temperature

of 50 K in CaV20s.
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Figure 3.16: The zig-zag spin ladder system in LiV,0s.

Zig-Zag Chain LiV,0s5

Corner-sharing V**Os form an infinite linear chain in LiV;0s. [n addi-
tion. two adjacent linear chains are paired by edge-sharing to form a zig-zag
chain. Thus. LiV,0s forms a quasi-1-D spin 1/2 system consisting of linear
chains with a first-neighbor coupling ./; and a frustrating second-neighbor
coupling ./, (Fig. 3.16). The relative sizes of J; and J; are not yet known in
this system.

The ground state of zig-zag spin chains has been theoretically predicted
to be a spin-singlet state induced by dimerization (possibly without lattice
distortion) along with the formation of a spin gap [58]. The singlet ground
state is expected to appear in a wide range of coupling constant ratio Ji/J2,
and the size of gap is estimated as A  exp[—const. X (Ji1/J2)]. Thus, the
gap size is exponentially diminishing when J;/J; < 1 (i.e. the purely 1-D
situation).

The susceptibility data of LiV,0s are consistent with 2 § = 1/2 1-D
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Figure 3.17: Zero-field uSR spectra of polycrystalline LiV,0s at T' = 20 mK.
2.0 K and 6.0 K.

Heisenberg antiferromagnetic model and the coupling constant was estimated
to be |.J|/kg = 154 K [59]. Saturation to a finite susceptibility at the low-
est temperature might indicate the absence of a spin-singlet ground state.
Spin fluctuations were also studied by “Li-NMR [60]. The T'-relaxation rate
exhibit a minimum at T ~ 30 K. Furthermore, the logarithmic increase of
I/T; was observed at low temperature as predicted in the recent theory of
an isotropic Heisenberg linear chain [61].

Figure 3.17 shows zero-field uSR spectra measured in polycrystalline
LiV,0s at T = 20 mK, 2.0 K and 6.0 K. The faster relaxation as T — 0
may be caused by spin slowing down towards magnetic order. The zero-field
spectra are fit to: A(t) = Aexp[—(At)?)], and Fig. 3.18 shows temperature

dependence of the relaxation rate A. A is increased below 7' ~ 2 K. There is
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Figure 3.18: Temperature dependence of the relaxation rate A in the zero-
filed spectra of polycrystalline LiV,05 at T = 50 mK.

in fact longitudinal field dependence in the spectra at T = 50 mK (Fig. 3.19.
implying some magnetic order might occur at low temperature. The internal
field estimated from this decoupling is ~ 20 G. This result could be compared
to observed spin freezing at T = 2 K in SrCuQ,, which implies a larger .J,/ /2

ratio in that material than in LiV,0s.
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Chapter 4

Static Spin Freezing in
Spin-Ring System Cu3WOg

In this chapter, we present muon spin relaxation (zSR) measurements of
polycrystalline Cuz_.Zn,WQs. We have observed static spin freezing at T =
7.0 K in pure CuzWOs with a small average ordered moment. [n Zn-doped
Cuz—,.ZnWOg with = = 0.01, 0.05. and 0.10, however. no spin freezing is
observed down to T = 2.20 K. 0.10 K. and 0.10 K, respectively. We discuss
similarities between the uSR results of Cuz_.Zn;WQg and those of a charge-
ordered system Na,V,0s and other widely accepted spin-gap systems. A few

possible interpretations of the observed spin freezing will also be provided.

4.1 Singlet Ground State of Six-Spin-Ring in
Cu;WOg

Cu3WOg is a spin-gap system, which contains I-D magnetic rings consist-
ing of six § = /2 nearest-neighbor spins coupled antiferromagnetically. The
crystal structure of CusWOg has a cubic unit cell with space group Pa3-T§
and lattice constant @ = 9.79 A [62]. It consists of distorted WOQg octahedra

63
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Figure 4.1: (left) A six-spin ring in CuzWQs, formed by CuOs bipyramids.
Solid and Open circles represent Cu** and O~ ions. respectively. Cu** ions
in the ring are coupled by the nearest neighbor interactions. (right) The first
(.J,). the second (J»), and the third (./3) nearest-neighbor interactions within
the ring.

and CuOs triangular bipyramids, in which only a Cu** ion (located inside
the bipyramid) has a localized spin (S = 1/2). Each CuOs bipyramid shares
an edge with two other bipyramids and a corner with four other bipyramids.
Six adjacent edge-sharing bipyramids then form a ring (Fig. 4.1). The dis-
tance between two Cu?* ions located in two edge-sharing bipyramids is 2.99
A. while the distance in two corner-sharing bipyramids is 3.22 Aor3.33 A
Thus, six S = 1/2 Cu?* spins in the bipyramid are coupled with the nearest-
neighbor interaction to forfn a six-spin ring. These six-spin rings, however,
are not isolated perfectly since Cu?* ions in the ring are also coupled with
other Cu?®*t ions by the corner-sharing coupling-

Susceptibility measurement of polycrystalline CuzWOs indicated the ex-
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istence of a spin-singlet ground state with a gap A = 110 K [63]. At high
temperatures the experimental value of the susceptibility is much lower than
a theoretical value [64]: about 2/3 lower around their maxima. The lower-
ness of the susceptibility could be attributed to a possible resonating-valence
bond state.

Two peaks at L1 meV and 14 meV were observed in constant-Q energy
spectra of inelastic neutron scattering measurements [65], and were consistent
with theoretical calculations of the singlet-triplet excitations with J/J; =
0.64 and .J3/.J; = 0.51, where .J;, J, and J3 are the first, the second, and the
third nearest-neighbor antiferromagnetic exchange interactions respectively.
within the ring (Fig. 4.1). However. the observed susceptibility curves could
not be reproduced assuming these values of the superexchange couplings,

probably because of the existence of inter-ring interactions.

4.2 Sample Characterizations

Using a SQUID magnetometer, we measured the magnetic susceptibility
of the specimeus used in the present uSR study. Figure 4.2 shows the results
obtained in applied external field of 50 G. The susceptibility x(T) of both
the undoped and the doped specimens indicate the Curie (1/T) type increase
at low temperatures, which corresponds to the existence of free spins. y(T')

at low temperatures are fit with:

c A\

where the first term represents the Curie-Weiss behavior due to free spins, the

second term represents the gap excitation, and the third term is a constant.
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Figure 4.2: Susceptibility of Cuz—.Zn,WOQe. Solid lines represent Eq. 4.1.
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Table 4.1: List of parameters obtained from the best fit of the susceptibility
of polycrystalline Cusz_.Zn,WOQs (Fig. 4.2) to Eq. 4.1 at low temperatures.
Units of C, A. and K are (emu/Gauss/Cu?*-mol).

r |Cx107Y 8(K) Ax10° A(K) K x10~° | %-impurity /3.00 (%)
0 2.49 0 470 96.5 9.52 0.0663 0
001 | 140 -051 417 939 8.81 0.373 0.33
0.05| 522  -1.14 267 873 12.9 1.39 1.66
0.10| 883  -1.61  LI1 32.6 24.4 2.35 3.33

Table 4.1 is the list of parameters obtained from the best fit. The numbers
of impurities calculated form the Curie term are also included in Table 4.1
and indicated as %-impurity. These %-impurities for the Zn-doped specimen
fairly agree with desired doping concentrations, indicated as r/3.00 in Table
4.1. Note that the Curie-Weiss form is used, rather than the Curie form
(C/T), to obtain better results in the fitting, but the magnitudes of 8 remain

smaller than the lowest temperature limit of 2 K in the measurements.

4.3 Static Spin Freezing at 7.0 K

Figure 4.3(a) shows time spectra of the muon spin polarization in poly-
crystalline Cu;WOQg in zero external field (ZF). Below T = 7.0 K, fast re-
duction of muon spin polarization (about 0.061 reduction of asymmetry),
followed by slow relaxation (0.074 of asymmetry), is observed. The fast re-
laxation implies the existence of large local field caused by static electron
spins. The relaxation becomes slower with increasing temperatures. Above

7.0 K, the fast static relaxation is no longer observed, and thus the system is
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Figure 4.3: uSR spectra of polycrystalline CusWOe; (a) in zero external field
and (b) in the longitudinal field H; = 133 G. Solid lines are guides to the

eye.
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clearly in the paramagnetic state. Above 20.0 K, only slow relaxation caused
by static nuclear moments remains.

[n the moderately high longitudinal field of Hy = 133 G, the slow re-
laxation, as well as the relaxation due to nuclear dipoles, is thoroughly sup-
pressed [Fig. 4.3(b)]. This implies the static nature of the slow relaxation.
The existence of two static relaxations implies two magnetically inequiva-
lent muon environments, one with large characteristic local field and another
with much smaller field. However, the static relaxation caused by the small
local field is so slow that it is hard to determine the lineshape of the spectra
and consequently the origin of the relaxation. Therefore, in the following
discussion. we limit our discussion to the fast relaxation of the signal.

[n Fig. 4.4(a), we show spectra in H; = 133 G at early times. The local
field causing the fast muon spin relaxation is decoupled by longitudinal fields
(LF) of 133 G < Hp < L kG [Fig. 4.4(b)], confirming the static nature of the
observed fast relaxation. The magnitude of the internal field estimated from
this decoupling is Hine < 100 G. The ordered Cu?* moment is then estimated
as roughly ~ 0.lup. There is. however. no sign of coherent oscillation of the
muon spin polarization, indicating the broadness the distribution of the local
field. and therefore the randomness of the directions of frozen electron spins.
The Curie term in the susceptibility of our specimen corresponds to 0.08
% of free spin-1/2 moments, which could create only ~ 0.6 G of internal
field. The observed static fields of H;,y < 100 G thus cannot be ascribed to
impurities in the specimen. The slow relaxation present even in LF is caused
by dynamic fluctuations of the electron moments, and these fluctuations are

persisting even at ~ 2.0 K.
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Figure 4.4: (a) uSR spectra of polycrystalline CusWOg in the longitudinal
field Hr = 133 G at early time. Solid lines represent the best fit to Eq. 4.2
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talline CusWOsg at T = 2.0 K. Solid lines correspond to Eq. 4.2, with fixed a
=285 us~' and v = 2.25 us~! obtained from the best fit in the spectra at T’
= 2.0 K. The spectra are decoupled approximately following the theoretical

lineshapes.



The spectra in Hr = 133 G below Ty =7.0 K are well fitted with the
function:

A(t) = A,G*a,v, t; HL) + Ay, (4.2)

where the first term represents the fast static relaxation and the second
term the decoupled slow relaxation component. A; = 0.061 is the observed
initial asymmetry of the fast relaxation component and A, =0.074, while
GE(a,v.t; Hy) is the LF relaxation function for the Lorentzian field distribu-
tion with fluctuating moments. a is the static relaxation rate (or a half-width
half-maximum of the Lorentzian distribution), and v is the fluctuation rate.
For ZF (H; = 0 G) and no fluctuation (v = 0 us™'), GL(a,v. t; HL) reduces
to Eq. 2.19. In the long time limit. any function for coexisting static and
dynamic relaxation has the asymptotic form G(),t) ~  exp[—(At)?], where
)\ is the dynamic relaxation rate. The stretching power 3 has a value 3 = 1/2
for the case of spatially dilute spin systems (and 3 = 1 for dense spin sys-
tems) with a single dynamic fluctuation rate. 3 often takes different values in
spin glass systems, which often possess a distribution of dynamic fluctuation
rates. To obtain the dynamic relaxation, we therefore fit the spectra for ¢ >

0.3 us with the function:
A(t) = Al exp[—(At)P] + Aa. (4.3)

A’ is left as a free parameter and remains around ~ 0.5, and 3 is allowed
to vary in the range # < 1.0. In the paramagnetic phase, the relaxation is
entirely due to the dynamic process of the electron spins. Above Ty the LF

spectra in H; = 133 G are thus analyzed with:

A(t) = Ay exp[—(At)P] + Az, (4.4)



for the entire time range.

In high longitudinal field A > 500 G, the fast static relaxation at low
temperatures is well suppressed and the persisting slow relaxation is due only
to the dynamic processes of the electron spins. Thus, the spectra in Hj =
500 G are analysed with Eq. 4.4 for the entire temperature range.

Temperature dependences of the static relaxation rate a, the dynamic
relaxation rate A, and the stretching exponent 3 are given in Fig. 4.5(a),
(b). and (c). respectively. The sharp reduction of the static relaxation rate
a. the divergence of the dynamic relaxation rate A, and the decrease of the
stretching exponent 3 are characteristic features of the random spin freezing
systems around the freezing temperature. The static relaxation rate a gives
an internal field at which the probability distribution of the field magnitude
P(H) = [73/7*] x [a/(a® +72H?)]* x 47 H? takes its maximum value, and a
= 2.85 us~! at T = 2.0 K corresponds to the field of Hpor = afv, = 34.0
G. We can estimate the fluctuation rate v of the fluctuating moments in the
paramagnetic phase T > Ty using A = 1/Ty ~ a?/v. Since the stretched
exponential function with 3 « 1.0 has a very sharp reduction at early times.
the relaxation rate resulting from the stretched exponential fit with the low 3
values tend to underestimate an average depolarization rate. To compensate
this effect. we calculate A" = In(2)/[In(2)]'/? x A. Figure 4.6 shows the the

average fluctuation rate v~ ~ a/\". Comparing with activation behavior:

v~ x exp (-— kEg ) , (4.5)
B

we obtain a gap energy E, = 44.6 K, which is roughly half of the spin-gap

energy E, ~ 110 K obtained in the susceptibility [63] and neutron measure-

ments [65], but much larger than the freezing temperature Ty = 7.0 K.



73

4 1} I L3 l 4 I ] [
3 b Cu,WO, _
'g B !BQ 7
[} \ —
e~ 2 ™, |
s 4 L )
= i ) (@) a |
Q ' ! | ! | ! I
5 0
& 1 1 T T 1]
S 10k . (o) A
(=} =4 3
s E e A ¢ 1336 .
x E - 4 R o 500G 7
c -1 g e
a 10 I _‘y .\ =
= . ;
-2 -
10 f 3
E ! | ) ] ) | L I3
2 ¥ l ] l 1 3 I 3 [
- () 8
2 s
(] 1 — o e ] -
o R g -] 1 °°°O. e : f S ]
0 L ] ! R | ] |
0 5 10 15 20

Temperature (K)

Figure 4.5: Temperature dependences of (a) the static relaxation rate a, (b)
the dynamic relaxation rate ), and (c) the stretching exponent 3, defined in
Eqgs. 4.2 ~ 4.4. Broken lines are guides to the eye.
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Figure 4.7: ZF-uSR spectra of Cuz_.Zn,WOsg at low temperatures. The ZF
spectra of pure CusWOQg at T = 110 K is also included to show the relaxation
of nuclear fields.

4.4 Suppression of Spin Freezing by Magnetic
Dilutions

Cu3WOg can be magnetically diluted by substituting nonmagnetic Zn**
(spin-0) for magnetic Cu®* (spin-1/2) ions. With increasing Zn-doping,
a sharp reduction of the susceptibility towards T — 0 is suppressed [66]
(Fig. 4.2), indicating the suppression of a spin-gap formation.

Figure 4.7 shows ZF-uSR spectra of Cuz_.Zn.WOe with z = 0.01, 0.05,
and 0.10 at low temperatures. The fast relaxation caused by nearly static
electron spins observed in pure CuzWOQs no longer exists, and only a slow

relaxation due to nuclear dipoles are observed. A small amount of (Cu,
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Eq. 4.6.

Zn) substitution is thus enough to enhance the fluctuation of electron spins
drastically and eliminate the quasi-static component.

The spectra are consistent with A(¢) = AGC(ANueiy t), where

2
(1 — A2?)e=25" (4.6)

I 2
GUA ) =3+3
is the Gaussian Kubo-Toyabe function, and Ay, is a static relaxation rate
due to random local fields created by nuclear dipoles. Figure 4.8 shows the z
dependence of the relaxation rate Ay,. The relaxation rate remains small
at very low temperature, and thus there is no sign of critical slowing down nor
phase transition of electron spins. We note that the relaxation rate is slightly

increased with increasing Zn-concentration z. We would rather expect the

reduction of the relaxation rate by Zn-substitution because Zn has no nuclear
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spin ([ = 0) while Cu has [ = 3/2 and because Zn?* has larger ionic radius

than Cu?*. The origin of this effect is unclear at this moment.

4.5 Discussion

Non-magnetic ground states of quasi-I1-D systems, such as CuGeO; [4]
and SrCus0; [5], are usually altered to antiferromagnetic order by slight
magnetic dilution. Recently. hole-induced long-range order was also discov-
ered in a new Haldane system PbNi,V,03 [67]. Static spin freezing in a
spin-ring system CuzWOs, and its suppression by hole doping is quite pecu-
liar compared to the above examples of 1-D spin systems. On the other hand,
static spin freezing behavior has been detected by uSR in other widely ac-
cepted spin gap systems, such as a plaquette spin system CaV40y [39] and a
zig-zag chain system KCuCl; [40]. Remarkable similarities to the present case
are found in the uSR results of the charge-ordered system Na.V,0s (Chap-
ter 3) [26. 27]. Pure NaV,0s has a spin-ladder structure, and is thought
to undergo a charge-order transition at T, = 35 K; from a state of a mixed
valence of Vanadium ions V%5t above T. to a localization of d-electrons to
form a spin-singlet below T.. A gap energy in susceptibility is suppressed in
a charge-doped system (z < 1) [42]. Static spin freezing at L1 K has been
detected by uSR in the pure system (z = ) while the freezing is suppressed
in the charge-doped system (z < 1) [26]. The magnetic behavior of pure and
charge-doped NaV,0s detected by SR is very similar to that of CuzWOe.

A good agreement between the observed energy gaps in neutron scatter-
ing measurements and the theoretical singlet-triplet excitation calculation

strongly supports a singlet ground state of the spin-rings in CuzWOs. As
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mentioned in Sec. 4.3, however, the gap energy E, ~ 44.6 K is much larger
than the freezing temperature Ty = 7.0 K, which indicates the existence of
two distinct electron systems. We propose a model where part of the spin
system forms a spin-singlet state while the remainder undergo spin freezing
below T;. As Zn?* are doped, some holes cut the spin-ring and leave it as a
finite spin chain. Spins within a finite chain are generally expected to fluctu-
ate without any spatial correlations to each other, leading to a disappearance
of the gap energy. These fluctuations then induce fluctuations of the spins
corresponding to the freezing spins in the undoped compound. The mag-
netically inequivalent muon environments observed in the ZF spectra below
7.0 K could be attributed to two kinds of the spin states at low temperature
proposed above. [f we assume the slow relaxation is due to volume occupied
by spin singlets and the fast relaxation by freezing spins, then about 40 % of
the spins would undergo static spin freezing below 7.0 K.

The possibility of a muon-induced effect was proposed to explain the
spin glass like behavior in KCuCls [68]. [n that study it was postulated
that the presence of the u* could destroy singlet pairs and those liberated
spins develop a quasi static behavior in part of volume, while relatively slow
fluctuations persist in the remaining volume. Similar muon-induced static
freezing is also proposed for organic spin-Peierls MEM(TCNQ), [69]. These
muon effects is analogous to an effect of (Ge, Si) substitution in CuGeO3
[70. 71]. The presence of a positive charge (u*) could cause local strain to
perturb the lattice, prevent spin-singlet formations, and induce static freezing
of spins around p*. At present, however, these muon-induced effects are

neither confirmed nor excluded.
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One should also be aware of the time scale to which the measurement
refers. Dynamic spin fluctuations can be detected uSR in a time window of
fluctuation rates v ranging between 107 ~ 10'? s~'. However, if a correla-
tion time is much larger than the muon life time 7, = 2.2 us, then muons
would see “virtually static” electron spins. Hysteresis in the susceptibility
in FC/ZFC process, a characteristic feature of spin glass systems, is in fact
absent (Fig. 4.2). Further study is required using complimentary magnetic
probes having different time scales, like AC susceptibility and NMR, for bet-

ter understanding of the magnetic behavior of CuzWOs.



Chapter 5

Conclusions

Magnetic properties of charge-ordered system Na.V,05 and spin-ring sys-
tem Cuz_.Zn.WOg were studied utilizing the muon spin relaxation (uSR)
technique.

Static spin freezing at T ~ 11 K was detected in NaV,0s, which is widely
considered to have a spin-singlet state below 35 K. This spin freezing has
disappeared in charge-doped Na deficit samples Na,V,0s with £ = 0.99 and
0.90. in which spin gap formation is also suppressed. To ascribe observed
internal magnetic field, more than 10 % of the magnetic V moments should
undergo static freezing.

Static spin freezing is also observed below T = 7.0 K in pure CuzWOg with
a very small average ordered moments of ~ 0.1ug. Zn-doped Cuz_.Zn,WOg
with £ = 0.01. 0.05, and 0.10. however, exhibit no signatures of spin freezing
down to T = 2.20 K, 0.1 K, and 0.1 K, respectively. The uSR results of
Cusz—Z0,WOg are similar to those of a charge-ordered system Na,V,0s.

[n summary. this thesis presents two new and unique results on quasi-
one-dimensional spin systems characterized by the formation of a spin gap.

Firstly, static nature of a substantial fraction of the electron spins has been

80
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Table 5.1: Summary of the uSR results in widely accepted spin gap systems.

| Compound | Susceptibility/NMR/Neutron | uSR

NaV,0s Spin Gap Static Spin Freezing
A =98 K (NMR) Tr=11K
A = 10 meV (Neutron)
CaV,05 Spin Gap (Two-Leg Ladder) | Static Spin Freezing
A =616 K (NMR) Ty =50 K
MgV,0s Spin Gap Dynamic Spin Fluctuations
A ~ 120 K (Susceptibility) | down to 2.5 K
LiV,04 Dynamic Spin Fluctuations Critical Slowing Down (7)
CaV,0q Spin Gap Static Spin Freezing
A~ 100 K Tr=12K
CuzWOs Spin Gap Static Spin Freezing
A~ 110 K Tr=TK

revealed by muon spin relaxation for the first time in NaV,05 and CuzWOg,
which have been widely considered as a spin gap system based on previous
susceptibility. NMR, and/or neutron scattering studies (Table 5.1). Secondly,
unusual doping effects are observed in these materials, namely the disap-
pearance of staticness in charge-doped Na,V,0s and magnetically diluted
Cus_;Zn,WOQs. which are quite peculiar compared to the cases of ordinary
quasi-1-D spin systems (Table 5.2). These results should stimulate the dis-
cussion on physical properties of systems of this type and hopefully induce
additional measurements, especially nuclear quadrupole resonance measure-
ments in zero-field and nuclear magnetic resonance measurements in low-field,
to confirm observed anomalous magnetic phase transitions and to understand

the underlying physical mechanism.



Table 5.2: Unusual doping effects in magnetism of NaV,0s and CuzWOQs
detected by uSR as compared to those of other quasi-1-D systems.

| Compound

Pure System

Effect of Hole/Charge Dopings

CuGeO_»,

Singlet Ground State
(Spin-Peierls)

Antiferromagnetic LRO
(Magnetic Dilutions)

SrCu,03

Singlet Ground State
(Two-Leg Ladder)

Antiferromagnetic LRO
(Magnetic Dilutions)

YgB&NiOs

Singlet Ground State
(Haldane)

Static Spin Freezing
(Magnetic Dilutions)

Na.V-;Os

Static Spin Freezing

Dynamic Spin Fluctuations
(Charge Dopings)

CuzWOs

Static Spin Freezing

Dynamic Spin Fluctuations
(Magnetic Dilutions)
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