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Abstract

Conventional transmission Mossbauer, selective excitation double Méssbauer (SEDM),
and zero-field muon spin relaxation (ZF-uSR) spectroscopy were used to identify static
and dynamic magnetic disorder. With the construction of an efficient SEDM spec-
trometer, a consistent description of static magnetic disorder in an amorphous alloy
(a-FegoB2g) was developed using transmission Mdssbauer and SEDM spectroscopy.
Both methods measure the effects of the random static distribution of local mag-
netic environments around the MGossbauer nuclei. Magnetic fine particle systems
(Fe30, ferrofluids, polysaccharide iron complex) were examined using transmission
Maéssbauer spectroscopy. and a model was developed that describes the entire range
of dynamic magnetic behavior, from blocked moments on towards collective excita-
tions and superparamagnetic moments. SEDM has measured 180° moment flips in
the ferrofluids, determining a model independent relaxation rate of superparamagnetic
moments. With the spectral signatures of static and dynamic magnetic phenomena
identified, SEDM spectroscopy has been used to unambiguously verify the existence
(a-FegaZrs) and absence (FegsNijs) of magnetic relaxation in chemically disordered al-
loys. Additionally, the static and dynamic disorder in a magnetic fine particle system
(a polysaccharide iron complex) and a frustrated magnet system (a-Fe;Zrgo—;), have
been measured with ZF-uSR spectroscopy. The effects of collective excitations have
been independently verified with ZF-uSR and moment fluctuation rates are in agree-
ment with transmission Mdssbauer spectra fit results. Two magnetic transitions have
been identified with ZF-uSR in the a-Fe,Zr;go-. system, one at T¢ and another at
Ty corresponding to transverse spin freezing, in both static and fluctuating magnetic
components of uSR spectra. SEDM has been used to verify the existence of a fluc-
tuation peak at T, and the time-dependent hyperfine interactions due to transverse
spin freezing have been identified, where SEDM fluctuation rates are in agreement

with ZF-uSR results.



Résumé

La transmission conventionnelle Mdssbauer, double sélectif Mossbauer (SEDM)
d’excitation, et spectroscopie de la relaxation de rotation de muon de zéro-zone
(ZF-uSR) ont été employées pour identifier le désordre magnétique statique et dy-
namique. Avec la construction d'un spectrométre efficace de SEDM, une description
cohérente de désordre magnétique statique dans un alliage amorphe (a-FegyBsg) a
été développée en utilisant la transmission Mdssbauer et la spectroscopie de SEDM.
Les deux méthodes mesurent les effets de la distribution statique aléatoire des envi-
ronnements magnétiques locaux autour des noyaux de Mdssbauer . On a développé
des systémes magnétiques de particules fines (ferrofluids de Fe3;O,, complexe de fer
de polysaccharide) ont été examinés en utilisant la spectroscopie de la transmission
Mossbauer , et un modéle qui décrit I'intervalle entier du comportement magnétique
dynamique, des moments bloqués en fonction vers des excitations collectives et des
moments superparamagnetic. SEDM a mesuré des chiquenaudes du moment 180°
dans les ferrofluids, déterminant une cadence indépendante modéle de relaxation
des moments superparamagnetic. Avec les signatures spectrales des phénomeénes
magnétiques statiques et dynamiques identifiés, la spectroscopie de SEDM a été
employée pour vérifier clairement l’existence (a-FeqoZrg) et 1’absence (FegsNizs) de
la relaxation magnétique en alliages chimiquement désordonnés. Supplémentaire, le
désordre statique et dynamique dans un systéme magnétique de particules fines (un
complexe de fer de polysaccharide) et un systéme frustré d’aimant (a-Fe Zr;g_), ont
été mesurés avec la spectroscopie de ZF-uSR. Les effets des excitations collectives ont
été indépendamment vérifiés avec ZF-uSR et les cadences de fluctuation de moment
sont en accord avec des résultats adaptés par spectres de la transmission Mdssbauer
. Deux transitions magnétiques ont été identifiées avec ZF-uSR dans le systéeme d’a-
Fe:Zrigo—z, un a T¢ et des autres a T,, correspondant a la rotation transversale
gelant, dans les composants magnétiques statiques et flottants des spectres de usr.
SEDM a été employé pour vérifier I'existence d’une créte de fluctuation a Ty, et

les interactions hyperfines dépendant du temps dues a la congélation transversale de

il



. rotation ont été identifiées, ou les cadences de fluctuation de SEDM sont en accord

avec des résultats de ZF-uSR.
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Chapter 1

Introduction

There are two types of magnetic disorder. Static disorder is present when there is
a distribution of unfluctuating magnetic moments in a material. Dynamic disorder
occurs when the magnetism of a material varies during the measuring time of an

experimental technique.

Substances which exhibit static magnetic disorder and their uses are Fe-Si-B amor-
phous alloys in transformer cores, and Fe-B based amorphous alloys for passive alarm
systems. To properly characterize static magnetic disorder in a material, it is neces-
sary to use an experimental method, such as transmission Md&ssbauer spectroscopy,
which is sensitive to the local environment around the magnetic atoms. Static dis-
order affects a transmission Mossbauer spectrum in several striking ways. a-Fe is an
archetypal metal with the atoms in a bec lattice. Examining a transmission Mossbauer
spectrum of a-Fe in Fig. 1.1, a single linewidth and magnetic hyperfine field describes
the spectrum. No static disorder is present in this material. A transmission Mdssbauer
spectrum of the amorphous alloy a-FeggByo (a typical material with static disorder) in
Fig. 1.2, shows that the sextet can no longer be described by a single linewidth, and
the overall lineshape has been significantly altered. A distribution of magnetic fields
is necessary to describe this spectrum. The effects of static disorder on the spectrum

are quite pronounced.

Dynamic disorder occurs in single domain fine particle systems, such as ferrofluids,
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multi-layer and patterned thin films, and is a fundamental property of all magnetic
recording media. A single domain particle is an ideal system with time-dependent
magnetism. The magnetization of a single domain particle varies with increasing
temperature. At low temperatures, the moment is fixed along its easy axis, in a
blocked state. The moment will remain blocked until the thermal energy is great
enough to allow it to oscillate around its easy axis. These oscillations, called collective
excitations, occur until the thermal energy increases in magnitude and the onset
of 180° moment flips is possible. At and above this temperature, the particle is

superparamagnetic.

In a real magnetic fine particle sample (Fig. 1.3) there is a distribution of particle

Figure 1.3: Schematic view of a Fe;0, ferrofiuid at room temperature (top) and a
TEM of a ferrofluid with an average particle size of 10 nm (bottom)[34].
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Figure 1.4: Fits to the 4.5 nm Fe;0; ferrofluid using Morup’s collective excitation
description for low temperature spectra and a two-level relaxation model for the high
temperature spectra. These models clearly fail to predict the lineshape of the interme-
diate temperature spectra.

sizes. At the lowest temperatures, when all moments are blocked, Mdssbauer spec-
tra can be described with static hyperfine fields. With an increase in temperature, as
moments unblock and collective excitations begin, spectra exhibit an asymmetric line-
shape which becomes more pronounced as the temperature increases. This phenomena
has been modeled by Mgrup(l1], and results in a correction to the hyperfine field which,

when combined with a particle size distribution, properly describes the asymmetric



lineshape observed in the Mossbauer spectrum (bottom of Fig. 1.4). At high tempera-
tures where the magnetic moments are all superparamagnetic, Mdssbauer spectra are
generally modeled using stochastic two-level lineshape formalisms, such as the one by
Blume and Tjon[2]. Two-level models describe the 0° and 180° moment orientations
along the easy axis and predict the spectral collapse arising from the time averaged

hyperfine field (top of Fig. 1.4).

At intermediate temperatures, where there is enough thermal energy for collective
excitations and moment flips to occur, the models for collective excitations and spin
flipping cannot correctly predict Moéssbauer spectral lineshapes (100 K and 30 K spec-
tra in Fig. 1.4). At any given intermediate temperature, moments associated with the
largest particles will be blocked, intermediate sized particle moments will experience
collective excitations, while the smallest particle moments will be superparamagnetic.
The blocking temperature, T g[3], which defines the transition from collective excita-
tions to superparamagnetism, is difficult to determine with Mdssbauer spectra unless
a model that can describe spectra over the entire range of temperatures is used. A
further complication arises from interparticle interactions{4], due to the inevitable
difficulty in controlling particle dispersal. Usually of a dipolar nature, interparticle

interactions will affect the energy necessary for moment flips and change Tg.

Lineshape modeling of transmission Mdssbauer spectra for the complete range of
temperatures has had limited success. Only in the simplest case of a very dilute
fine particle system with a narrow distribution of particle sizes, where interparticle
interactions can be considered absent[4|, have spectra been properly modeled. At
intermediate temperatures, spectra consist of a clear magnetic sextet with collapsed
components which can be fitted with a linear combination of Mgrup’s collective exci-
tation model and a two-level relaxation model[53]. This procedure yields appropriate
values for Tg and the anisotropy energy. When a sample contains a broad distri-
bution of particle sizes, the above lineshape description fails. Attempts to model
such spectra generally consist of combining a distribution of static hyperfine fields to

describe the sextet component and a two-level relaxation model to fit the collapsed
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component. This is incorrect, as the sextet component of spectra contains informa-
tion about magnetic relaxation. Furthermore, effects from phenomena such as particle
anisotropy and different particle sizes are not accounted for. Failure of these mod-
els to correctly describe spectra is exhibited by the necessity for linewidth increases
with temperature[6, 7, 8], an incorrect approach as it masks a characteristic mark
of magnetic relaxation. T cannot be correctly predicted and the typical equal area
definition for Tpg, which consists of determining the temperature at which spectra
appear composed of equal areas of static and collapsed components, is used[3]. This
definition of T is physically incorrect as it does not describe the magnetic moment
behavior in the sample, and cannot incorporate the effects of either the particle size
distributions or interparticle interactions. A more robust definition of T g is necessary
for Méssbauer spectra to permit comparisons with different measuring techniques that
exhibit different sensitivities to the particle size distribution. For example, magneti-
zation is dominated by the response of the larger, slower particles, while the majority

of the susceptibility comes from particles close to their blocking temperature.

Identifying and modeling the magnetism in a fine particle system is reasonably
straightforward as the dominant interaction are time-dependent. However, some ma-
terials exhibit magnetism which can be described equally well by physical models
based upon static or dynamic effects. An example of such a metal is the Invar al-
loy, FegsNizs. The Fe-Ni compounds have a long history in materials science, and
have gained the title, “The Invar Problem”[9]. Towards the end of the nineteenth
century, while looking for a material which would make a better standard for the me-
ter, Guillaume[10] discovered that FegsNizs showed essentially no thermal expansion
at room temperature, winning him the 1920 Nobel prize in physics. Understanding
this property of very low thermal expansion in the Fe-Ni based alloys has attracted
many researchers and resulted in various uses. Typical applications are microwave
wave-guide tubes and resonance cavities, watch springs, pendulums and balances,
and most impressive, the Invar membrane used to line the tanks in ships that carry

oil and natural gas[9].
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Figure 1.5: Transmission Mdssbauer spectrum of FegsNi3s at room temperature.

The transmission Mossbauer spectrum of FegsNizs at room temperature shown in
Fig. 1.5 is very similar to the transmission Mdssbauer spectrum of a-FeggBog (F'ig. 1.2),
so that a difficulty lies in describing the spectrum. The obvious physical interpretation
of the FegsNiy5 spectrum is based upon a static distribution of magnetic fields, in the
same way the a-FegyBog spectrum is characterized[11, 12, 13]. Another representation
assumes that time-dependent effects[14] on the M&ssbauer nuclei cause the hyperfine
fields to experience a perturbation on the same time scale as the Larmor precession,
resulting in spectral line broadening and energy transitions not available to the nu-
cleus in a stationary hyperfine field. This magnetic relaxation model also successfully
describes the FegsNiss transmission Mossbauer spectra. An experimental technique
that can explicitly differentiate between time-independent and time-dependent hyper-
fine effects is needed to determined which physical description (static distribution of

hyperfine fields or magnetic relaxation) is correct for modeling FegsNi3s transmission



Moéssbauer spectra.

The difficulty of differentiating between the two possible physical pictures lies
in the nature of a transmission Mdssbauer experiment. Collecting a transmission
Méssbauer spectrum involves driving allowed by the energy transitions from the hy-
perfine interactions. This results in a spectrum having a basic left-right symmetry.
If this left-right symmetry could be broken, the energy transitions not available to
the nucleus in a static field arising from dynamics could be explicitly detected. This
problem is inherent to measuring either incoming or outgoing photons during trans-
mission Mossbauer or single-drive scattering experiments. These methods detect what

is essentially the absorption cross section of resonant Mdssbauer nuclei.

If the effects of both incoming and outgoing photons are measured, the differential
cross-section of resonant nuclei is determined. Resonant nuclei affected by time-
dependent hyperfine interactions have differential cross-sections that are distinct from
those which are affected by static perturbations. Unique spectral characteristics will

be provided by time-dependent and static hyperfine interactions.

Selective excitation double Mdssbauer (SEDM) spectroscopy measures the differ-
ential cross-section of resonant nuclei13, 16, 17, 18, 19]. Two Mdssbauer resonant scat-
tering events provide a signal from resonant nuclei in the sample. The first resonant
event pumps a selected transition of the hyperfine nuclear structure and populates a
specific excited state. The second resonant event occurs during the de-excitation of a

nucleus back into the ground state.

Time-dependent hyperfine interactions in a material allow Modssbauer nuclei to
exchange energy with their surroundings. If this energy exchange occurs during the
life-time of an excited nucleus, new levels will be populated and eztra transitions
will be observed. The SEDM spectra will exhibit these new lines, and will contain

information about the relaxation process and its rate.

Even with the combined techniques of transmission Méssbauer and SEDM spec-

troscopy, it is not always possible to clearly separate static disorder and magnetic



relaxation. Transmission Mdssbauer spectra of some disordered magnetic materials
will show very small absorption hyperfine line-splittings, and disorder will essentially
wash out the sextet. A SEDM experiment on a sample without clearly distinct line
positions is problematic since it is not clear which transitions are driven. Additionally,
since a transmission Mdssbauer experiment is sensitive to relaxation effects that are
about or above the Larmor frequency of the Mossbauer nuclei while SEDM is sensitive
to magnetic relaxation that is about or below the Larmor frequency, detecting mag-
netic relaxation may be beyond the time resolution of the SEDM technique. Another
experimental method that is sensitive to both time-independent and time-dependent
magnetic effects is necessary to study systems that may be past the capabilities of

transmission Méssbauer and SEDM spectroscopy.

The experimental method that we used to complement transmission Mossbauer
and SEDM spectroscopy was muon spin relaxation (uSR) spectroscopy. The muon
is a sensitive local probe of magnetism, and zero-field (ZF) uSR simuitaneously pro-
vides clear indications of static and dynamic magnetism. Furthermore, the measuring
times of Modssbauer effect experiments and uSR overlap, allowing direct comparison

of fluctuation rates.

ZF-uSR is ideal for the study of alloys which present both static and dynamic
magnetic disorder, such as frustrated magnets. A frustrated magnet is a ferromag-
netic system with a concentration of antiferromagnetic moments, high enough that a
portion of moments in the alloy cannot determine which orientation to choose. Ini-
tially, at high temperatures, there is a paramagnetic to ferromagnetic phase transition
where the z component of the moments order collinearly. Subsequently, at a lower
temperature, transverse spin freezing happens where the z and y components of the
moments slow down and eventually freeze out and the system enters a state where
ferromagnetic and spin-glass order coexist{20]. The phase diagram in Fig. 1.6 from
Monte Carlo simulations shows this evolution from ferromagnet to spin-glass with

increasing frustration, f[21].
Theoretical work has centered on the use of Monte Carlo methods with a moder-
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Figure 1.6: The phase diagram of a frustrated magnet showing two magnetic transi-
tions in the concentration (frustration) region between f = 0 and the spin-glass phase at
f > 0.25. f represents the fraction of interactions from antiferromagnetic bonds. At Tc,
collinear order sets in, followed by the freezing of transverse spin components below
T:y. fo marks the boundary between the ferromagnet and spin-glass phase. The tem-
perature scale is normalized to the Heisenberg ferromagnetic transition temperature,
Tu. From Ref. [21].

ately frustrated Heisenberg model in three dimensions{21]. This is the simplest model
that could be expected to show transverse spin freezing, and is capable of reproduc-
ing all the observed features. By analysis of the fluctuations occurring at the point of
freezing, the model shows transverse spin freezing is only a change in the short-range
order, and not a phase transition. An example of these fluctuation results from the

Monte Carlo work is shown in Fig. 1.7.

Experimentally, iron-rich amorphous alloys of the form Fe.T g9_., where T is an

early transition metal such as Sc, Y, Zr or Hf[22], are ideal systems for the study of

10
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Figure 1.7: The configuration to configuration fluctuations in the average moment,
S.ms as a function of t=(T-T¢c)/Tx. Note the peak at T., does not grow with system
size, while that at Tc grows as the system size is increased. From Ref. [21].

exchange frustration. Nonrandom substitution is avoided since these materials are
quenched by melt-spinning. A high iron concentration (~90%) averts percolation
effects and results in a high transition temperature. The exchange frustration arises
from the distance dependence of the iron-iron direct exchange interaction{22}], and
this dominates the magnetic ordering, as shown by the large moments and strong

exchange reflected in the high transition temperatures(22, 23].

We have used ZF-uSR to study a-Fe,Zr q—. melt-spun metallic glasses. These
materials are extremely stable and uniform{22, 23| and frustration can be tuned all of

the way from ferromagnetic order to spin-glass simply by varying the iron content.

Motivation for this work

It is clear that to understand the nature of magnetism in many materials it is nec-

essary to disentangle the effects of static and dynamic disorder. To accomplish this,
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ZF-uSR
Mossbauer

Figure 1.8: Comparison of measuring times of the experimental methods.

the zero-field experimental techniques of transmission Mossbauer, SEDM, and puSR
spectroscopy were used. These methods were used to study various systems which
exhibit static disorder, dynamic disorder, and both forms of magnetic disorder. Zero-
field experimental methods are crucial when studying time-dependent magnetism, as
an external field will perturb magnetic moments, making it much more difficult to
understand the underlying magnetism. The overlap of measuring times between the
experimental techniques, shown in Fig. 1.8, allows a consistent picture of the time-

dependent magnetic behavior in a system to be constructed.

The main issues we will address in this thesis are the following:

e Construct the first efficient SEDM spectrometer to be used in the study of real
magnetic materials. Samples are not enriched with 3Fe and a standard 1 GBq

CoRh source is used.

e Study the nature of static magnetic disorder in an amorphous alloy by establish-
ing a consistent picture using conventional transmission Mdssbauer and SEDM
spectroscopy. Both methods measure the effects of the random static distribu-

tion of local magnetic environments around Mdssbauer nuclei.

e Investigate the dynamic magnetic behavior in fine particle systems. Establish a
model for transmission M&ssbauer spectra which can describe the entire range of
magnetic behavior, from blocked moments on towards collective excitations, and

superparamagnetic moments. Account for the effects of interparticle interactions

12



and a distribution of particle sizes.

Use SEDM to determine the first model independent relaxation rate of super-

paramagnetic particles.

Use SEDM spectroscopy to unambiguously demonstrate the existence (FegoZrs)

and absence (FegsNiss) of magnetic relaxation in chemically disorder alloys.

Identify the effect that a 180° superparamagnetic moment flip will have on the

nuclear hyperfine transitions with SEDM.
Collect and interpret the uSR spectra of a magnetic fine particle system.

Compare the superparamagnetic relaxation rates determined from transmission

Mossbauer spectra fits with results obtained with SEDM and uSR spectra.

Establish the accuracy of the lineshape model used to characterize collective
magnetic excitations in transmission Mdssbauer spectra with SEDM and uSR

data.

Measure uSR spectra of a frustrated magnet, simultaneously establishing the
static and dynamic disorder in the system at temperatures above T¢, on through

T:y and below.

Use SEDM to verify the existence of a fluctuation peak at T, measured with
uSR. Compare fluctuation rates and determine the time-dependent hyperfine

interactions due to transverse spin freezing.

13



Chapter 2

Experimental Methods

We have used two experimental techniques based upon the Mdéssbauer effect: conven-
tional transmission Mossbauer spectroscopy and selective excitation double Mdssbauer
(SEDM) spectroscopy. Additionally, we have used muon spin relaxation (uSR) spec-
troscopy, which probes similar hyperfine field effects as the Mdssbauer effect with
an overlapping measuring time. We describe these experimental techniques in the

following sections.

2.1 Transmission Mossbauer spectroscopy

The recoil-free resonant emission and absorption of v-rays by a nucleus is the basis
of the Mdssbauer effect. The unique feature of the Mossbauer effect over other reso-
nant processes is the elimination of the destructive effects of recoil energy, a critical

ingredient for nuclear resonant processes.

For the 3"Fe isotope (most commonly used as a source in Méssbauer spectroscopy)
the 14.4 keV transition has a width, I' = 4.67 x 10~ eV, resulting in an energy
resolution of ~ 10'2. If recoil occurs (from momentum conservation) this energy
resolution is greatly decreased. For example, if a free atom emits a v-photon, the
energy of the photon is E, = Ey — Ep — Er with E, representing the transition

energy, Er the recoil energy, and Er the thermal energy of the atom. The recoil
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energy, Eg, is proportional to the square of the vy-ray energy

£
2mc?

Ep= (2.1)

where c is the velocity of light and m the atom’s mass. The thermal energy, Er,
depends on the thermal motion of the nucleus, and will have a temperature dependent
average value, E7. The emitted v-photon has an energy which is smaller than the
nuclear transition energy by Er and broadened by a full width of 2Er. When a
~v-photon is absorbed by a nucleus, a similar situation occurs and the energy of the
photon is E, = Ey+ Er — E7. The energies of the emitted and absorbed photons are
shifted apart by 2FEg.

The above description is valid for any resonance process. Consider the resonant
emission and absorption of ultra-violet (U'V) radiation. In this case, the transition en-
ergies for UV-photons are much smaller than for v-rays in nuclear resonant processes,
hence E'r is smaller for UV-photons. A typical energy of a UV-photon from a 100 amu
atom is 6.2 eV[24], which results in Egr = 2.1 x 107'% eV, and E7 = 3 x 107° eV[24].
Since E'r is much larger then E'g, the emission and absorption profiles overlap strongly
in spite of the recoil energy loss. Additionally, Er and Er are smaller than the width
of the transition energy, and energy resolution in not affected. For the 14.4 keV tran-
sition of 3'Fe, Eg ~ 2 x 1073 eV and E7 ~ 1072 eV at 300 K[25]. Here Eg is much
larger than T ~ 1079 eV of the transition energy, and the 2Eg shift will lead to no
overlap between emission and absorption profiles of y-photons. The resonant process
is completely destroyed. Occasionally, thermal broadening, Er, (which is larger than
Egr) will provide a condition where emission and absorption profiles may overlap,

however, energy resolution is reduced by ~ 107[24].

A very different, and much more useful situation occurs, when the atom is bound
to a solid matrix. The recoil energy is now transferred to the lattice and phonons are
created. As phonons are quantized, a minimum energy is required to produce one. If
recoil energy is less than the energy necessary to create a phonon in the lattice, the

~v-photon will be emitted without energy transfer to the lattice (i.e. a zero-phonon

15



event). Similarly, the nuclei in a solid can absorb v-photons in a recoil-free process.
This recoil-free nuclear resonant process forms the basis of the Méssbauer effect, and
can be achieved in some solid materials{24]. Thermal broadening is also eliminated
when the atom is bound to the matrix, and the full extent of the extremely small
natural full-width of the transition energy (I' ~ 1072 eV) with respect to the 14.4 keV

transition leads, in practice, to an energy resolution of one part in 102

During a transmission Mdossbauer spectroscopy experiment, a solid matrix con-
taining the excited nuclei of a suitable isotope is used as the vy-ray source. A second
matrix containing the same isotope in its ground state is placed in front of the source
and will absorb incident y-photons (it is the sample). The intensity of y-rays trans-
mitted through the sample is measured and tiny differences between the transition
energies in source and sample can be measured due to the high energy resolution of
the Méssbauer effect. Moving the source relative to the sample Doppler shifts the
source energy, and any increase or decrease in velocity away from a transition energy
in the sample will result in a reduction of absorbed ~v-photons. Recording the absorp-

tion of photons as a function of Doppler velocity will show an absorption spectrum
(Fig. 2.1).

Hyperfine interactions between a nucleus and its environment will affect the nu-
clear transition energy. This can be measured with Mossbauer effect spectroscopy.

Hyperfine interactions can be time-independent (static) or time-dependent (dynamic).

2.1.1 Static hyperfine interactions

Isomer shift

The isomer shift, 4, is due to the Coulomb interaction between the nuclear charge
distribution over a finite nuclear radius, and the s-electron charge density at the
nucleus. This charge density will vary with the different chemical environments. The
shift of the energy levels due to the Coulomb interaction will differ in source and

absorber, and the absorption peak in a transmission Méssbauer spectrum will be
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Figure 2.1: Room temperature transmission spectrum of a 10 um thick stainless-steel
foil. The isomer shift is denoted by 4.

shifted by 4 (Fig. 2.1) from the center of the spectrum.

Electric quadrupole interaction

The interaction between nuclear electric quadrupole moment and electric field gra-

dient at the nucleus results in a quadrupole splitting, A. The nuclear quadrupole

moment is a measure of the deviation of the nuclear charge distribution from spheri-
cal symmetry[25] and the electric field gradient depends on the electrostatic potential
at the nucleus(24]. For >"Fe the quadrupole interaction of the ground state (I = 3) is

zero, and the quadrupole interaction splits the I = % excited state into two sublevels.
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Figure 2.2: Energy level diagram of magnetic hyperfine splitting in *"Fe.

Magnetic hyperfine interaction

The interaction of a nuclear magnetic moment, 2, with a magnetic field, Eh 7 at the
nucleus splits the nuclear states with spin quantum numbers [ into 2/ + 1 sublevels.

This interaction can be described by the Hamiltonian
H= —ﬁ' ghf = —g/.th' ghf (2.2)

where g is the nuclear g-factor and py is the nuclear magneton. The energies of the

nuclear sublevels are given by
AEp = —gunBiyl: (2.3)
where I is the z component of the nuclear spin quantum number 1.

For 57Fe the excited state with I = 3 will be split into four sublevels by the

magnetic hyperfine interaction, and the ground state with [ = % into two sublevels
(Fig. 2.2). Transitions between different sublevels can occur if AI, = 0 or 1, so a
six-line spectrum occurs. A example of a magnetically split spectrum showing six well

resolved absorption lines (a-Fe) is shown in Fig. 2.3. It is known that Byy = 33 T
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Figure 2.3: Transmission Mdssbauer spectrum of a-Fe.

in a-Fe at room temperature[24], and the positions of the six absorption lines can
be calculated to be at £5.3123 mm/s, £3.0670 mm/s and +0.8397 mm/s. a-Fe is

typically used for velocity and isomer shift calibration of the Doppler transducer.

The intensity ratios of the spectral lines are defined by the relation 3:R25:1:1:R25:3
where R25=4sin?(6)/(1 + cos?(#)) and @ is the angle between the magnetic moment
and the direction of the y-rays. When the magnetization of a sample is parallel to
the v-rays, § = 0, resulting in a four line spectrum. If the magnetization of a sample
is perpendicular to the v-rays, R25=4, the maximum value. For a powder sample,
each Mossbauer nucleus is oriented in a random manner, and integrating over all 8’s

results in R25=2.

2.1.2 Static disorder

Mossbauer spectra of crystalline materials can usually be described with a small num-
ber of discrete values of hyperfine parameters (e.g. 4, A and Bpy). Some of the ma-

terials studied here were amorphous alloys and alloys with chemical disorder where
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Figure 2.4: Transmission spectrum of a-Feg.Zrs at 20 K.

the Mossbauer nuclei in the samples experience a variety of local environments. A
continuous distribution of hyperfine parameters is necessary to describe Mdssbauer
spectra of these compounds. An example of a transmission spectrum of an amorphous

material, a-FegyoZrg, is shown in Fig. 2.4.

There are differences between the spectrum of a-FegyZrg in Fig. 2.4 and that of
a-Fe in Fig. 2.3, a crystalline metal (bcc) with a single 33 T hyperfine field. Although
both spectra exhibit six absorption lines, the linewidths of a-FegyZrg are much broader
and the lineshape of the spectrum is dissimilar to a-Fe. These differences are due to
a distribution of static hyperfine fields about the Md&ssbauer nuclei in the chemically

and magnetically disordered material.
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2.1.3 Dynamic disorder

The Mossbauer effect and hyperfine interactions have characteristic times, and are sen-
sitive to environmental changes during these times. Time-dependent changes around
a Mossbauer atom are called relaxation processes. Magnetic relaxation occurs when
the magnetic configuration around Mdssbauer nuclei change with time. Orientational
changes of the electronic spin vary the magnitude and direction of a hyperfine field.
The period of time over which the hyperfine field remains unchanged is the relaxation

time, 7, of the process. The relaxation rate, or frequency, is given by v = 1/7.

The way a Mossbauer spectrum is altered by magnetic relaxation depends on the
relative magnitudes of v and the nuclear Larmor precession frequency v,. When
v > vy, the hyperfine field changes so quickly that it is time averaged to zero. Hence,
the Mossbauer nucleus experiences no hyperfine field and a spectrum shows no line
splitting. This occurs during fast paramagnetic and superparamagnetic relaxation.
If v <« vp, the hyperfine field varies so slowly as to appear static to the Mdssbauer
nucleus. When v ~ v, the relaxation rate is just fast enough to affect the excited
Mossbauer nucleus with a time-averaged hyperfine field before its decay. This results
in a spectrum with broadened absorption lines. Herein lies one of the difficulties dif-
ferentiating between static and dynamic disorder. Slow magnetic relaxation exhibits
similar spectral characteristics as static disorder. This confuses the issue of resolving
whether a transmission Mdssbauer spectrum of a material is exhibiting effects from

static or dvnamic phenomena.

2.1.4 The transmission Mossbauer spectrometer

A schematic diagram of the setup used to collect a transmission Mossbauer spectrum
is in Fig. 2.5. A 1 GBq **CoRh source is attached to a Wissel[26] MA-260 veloc-
ity transducer (Doppler modulator). The velocity of the source is controlled with a
Wissel DFG-1200 digital function generator and a Wissel MDU-1200 driving unit.

The drive function generator is essentially a digital-to-analog (DA) converter with an
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Figure 2.5: A schematic diagram of a transmission Méssbauer spectrometer.

internal clock that supplies the driving unit with a voltage waveform. This waveform,
for a conventional transmission Mdssbauer experiment, is a triangle (constant accel-
eration), and is amplified by the driving unit so the maximum and minimum voltages
of the triangle waveform correspond to highest positive and negative velocities of the
transducer (set by the operator). The drive function generator also provides TTL
logic pulses for the channel advance, start signal denoting the beginning of the wave-
form, and sign signal for the positive and negative velocities of the waveform. With
the transducer in a constant acceleration arrangement, ~-rays which pass through
the sample are detected with a Xe plus 3% CO, proportional counter[27]. The signal
from the proportional counter is amplified, and an ORTEC[28] single-channel analyzer
(SCA) takes this output and is set to reject signal from all but the 14.4 keV ~-photons.
The output of the SCA is then sent to a PC with an ORTEC multi-channel scaling
(MCS) data acquisition card. The start and channel advance signals from the drive
function generator are used to synchronize the v-ray counts in the MCS so that counts

collected for every channel of the function generator correspond to a specific velocity.

The transmission Mdssbauer spectrometer was calibrated with a-Fe at room tem-
perature. Spectra of the FegsNizs sample were collected in an evacuated furnace.

Spectra of the Fe;O, ferrofluids and FegyZrg were collected using a closed cycle re-
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frigeration system at temperatures from 12 K to 300 K. The upper temperature of
180 K for the ferrofluids was set by the melting point of the carrier liquid. Spectra of
the polysaccharide iron complex were collected in the same close cycle refrigeration
system except for the 2 K, 5 K, 7 K and 15 K spectra that were collected in a helium

flow cryostat.

2.2 Selective excitation double Mossbauer
spectroscopy

Collecting a transmission Mdssbauer spectrum involves equally driving all the energy
transitions in the sample. The fundamental left-right symmetry of a transmission
Maossbauer spectrum (Fig. 2.3), due to measuring what is essentially the absorption

cross-section of resonant Mdssbauer nuclei, results.

If the effects of both incoming and outgoing y-photons can be detected, the dif-
ferential cross-section of resonant nuclei is measured. This can be achieved using
selective excitation double Mdssbauer (SEDM) spectroscopy. SEDM is sensitive to
time-dependent hyperfine interactions in a way which explicitly shows their existence.
If an energy exchange between Méssbauer nucleus and surroundings occurs during
the life-time of an excited nucleus, extra transitions (not available to the Mossbauer
nucleus in a static magnetic field) will be observed and SEDM spectra will exhibit

these new lines.

Two Moéssbauer resonant scattering events provide a signal from resonant nuclei
in the sample. The first resonant event pumps a selected transition of the hyperfine
nuclear structure and populates a selected excited state. The second resonant event
occurs during the de-excitation of a nucleus back into the ground state. SEDM spectra

of material with a single, static hyperfine field (e.g. o-Fe) are collections of the

following events: Say the my, = —% > m, = —% transition (see Fig. 2.2) is pumped.
After the life-time of the Mdssbauer nucleus, a de-excitation via the m, = —% -
my = —3% transition occurs. A single, sharp line (see line #1 in Fig. 2.6) is the
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result. If the my = —3 — m, = —3 transition is pumped, de-excitation through
the m, = -1 - my = -} and m. = —1 — m, = +; transitions will occur. Two
sharp lines whose intensities are proportional to the cross-sections of the respective

transitions is the outcome (Fig. 2.6).

The SEDM apparatus, shown in Fig. 2.7, requires two Doppler modulators. One is

0:8
0.6
0.4
02
0.0

Normalized Emission

i1 1111

4
Velocity (mm/s)

Figure 2.6: Transmission Méssbauer spectrum of a-Fe and the SEDM spectra when
lines #1, #2 and #3 are driven (pump energies indicated by the 1).

24



Prop.

Catr. E—
Pb
Cd
Brass CED
Al
Lucite

CAD

Figure 2.7: Top: Photograph of the SEDM apparatus with the closed-cycle refriger-
ation system. From left to right: Prop. counter, CAD with CED, CVD with source.
Bottom: Schematic block diagram of the SEDM apparatus.

used to drive the single line Mdssbauer source at a constant velocity (CVD), populat-
ing the desired nuclear sublevel in the sample. The other velocity transducer is used
to record the scattered radiation from the sample by moving a single-line analyzer

with a constant acceleration (CAD)[19].

Two things are crucial for a successful SEDM experiment. One is perfect syn-
chronization of the CVD and CAD for the duration of the experiment. This is to
ensure that data collection occurs only when the selected transition is being excited

and that exactly the same energy for each velocity scan of the CAD is acquired by
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the multi-channel scaler. Early works solved this problem using specially constructed
electronics for the transducers and periodic energy calibration[16, 17, 18, 31]. Oth-
ers have used expensive CAMAC technology to solve the transducer synchronization
problem(35]. The second requirement is efficient detection of the scattered radiation
from the sample. Early SEDM equipment used a single-line NayFe(CN)g-10H,O ab-
sorber attached to the CAD with a standard proportional counter behind it[16, 17].
At that time, a high-efficiency proportional counter was the simplest method of mea-
suring a signal from the sample. Still, a 2-4 GBq source was necessary for acceptable

collection times.

Conversion electron detectors, in principle at least, are sensitive only to reso-
nant photons. Microfoil conversion electron (MICE)[36] detectors are the most sen-
sitive design of conversion electron detector. With multiple, ultra-thin *"Fe enriched
stainless-steel foils, these detectors offer excellent counting efficiency. A MICE detec-
tor designed to be Mdssbauer transducer mounted{30] has been built, however, the
extreme fragility of foils were not well suited to the constant vibration. Since the
bulk of the signal comes from the first foil[36], and increasing the number of foils
improves the count rate at the expense of the signal-to-noise ratio, we have built
a simple, single foil, drive-mounted conversion electron detector (CED). The foil is
firmly mounted onto the detector body so that it cannot vibrate. Our CED is both
robust, and light enough, to be transducer mounted. With a lower counting efficiency
than a MICE detector, this design of a CED still out-performs the counting efficiency

of proportional counters by several orders of magnitude[37].

Our Wissel[26] Mossbauer transducers use digital-to-analog circuitry, like most
modern transducers, and provide outputs which flag various conditions of the con-
stant velocity and constant acceleration waveforms. With this information from the
transducers, designing some digital electronic circuits to synchronize the CVD and

CAD was a simple task.

With these ingredients, our SEDM apparatus has provided the necessary upgrade

in counting efficiency, with a one thousand- [1€] to five thousand- [17] fold improve-
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ment in effective counting time when compared with previous experimental configu-

rations, and the ability to stay synchronized for an indefinite amount of time.

2.2.1 Spectrometer design and operation

A photograph of our SEDM apparatus is shown in Fig. 2.7 along with a schematic
diagram of the SEDM apparatus. We will discuss the construction and optimization of
the CED, synchronization and data collection with the two drives, as well as shielding,
in the following subsections. This is followed by a description of the calibration and

operation of the SEDM spectrometer.

2.2.1.1 CED

The heart of our improvements to the SEDM technique is the use of a drive mounted
conversion electron detector (CED) as our energy analyzer. This offers a tremendous

enhancement in counting efficiency.

An orientation of 90° for the energy analyzer with respect to the source is the sim-
plest, and fortunately, most beneficial, geometry to use in a scattering experiment.
For a SEDM experiment, this setup solves two problems. One is that it reduces pos-
sible coherent Rayleigh scattering to a minimum as these scattering events have a
cos®(#) angular dependence. Another is that the 90° position offers the greatest dis-
tance between CVD and CAD, allowing the maximum amount of radiation shielding
between source, sample and detector. This is a necessity which we will explain later

in Sec. 2.2.1.3.

A detector with too large a collection area will lead to cosine broadening of the
spectral lines, so it is necessary to keep the angular acceptance limits of the collected
photons to a reasonable minimum. This restricts the photons that we can collect
from the sample (which are radiating off the sample in all directions) to a small solid
angle. An efficient detector of scattered v photons from the sample is clearly needed.

A CED provides the most efficient means of collecting resonant events from a sample.
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In general, the relative advantages of a conversion electron detector go up as the
magnitude of the absorption from a sample decreases(36]. An emission signal residing
over low count background is a more effective detection technique for SEDM then a
proportional counter which cannot offer a greater than 10% absorption signal from

re-emitted v-photons in a high count background.

A CED is basically a proportional counter with a resonant foil that acts as a
cathode and a fine wire biased to a high voltage for an anode. A 14.4 keV vy-photon
from a SEDM sample will resonantly scatter inside the cathode foil and excite a 3"Fe
nucleus. Only about 10% of the nuclei will return to their ground states via a re-
emitted photon. The other 90% emit a conversion electron followed by an x-ray or an
Auger electron. On average, two conversion electrons are emitted for each resonant
event[38], so this process offers the greatest possible signal. To reduce the sensitivity
of the CED to higher energy v-rays, a fill gas of helium is used. A few percent of a
quench gas (in our case methane) is added to the helium, to keep the detector from
avalanching due to photons scattering off the helium. To reduce the response of a
CED to lower energy photons (such as the 6 keV x-ray from the decay of a Mdssbauer

nucleus), a filter material is placed in front of the cathode.

This CED is based upon a previous design used for Mdssbauer source experiments
with extremely low doping levels of 7Co[37]. The SEDM CED is more modular, al-
lowing for easy removal of the CED cathode sample, and attention towards sealing
the detector has resulted in low He/CH, gas flow rates, ensuring consistent and repro-
ducible performance. Low-density materials were used throughout the construction
which served a two-fold purpose. Keeping the mass of the CED to a minimum (~40 g
for this CED) limited the possibility of adversely affecting the linear acceleration of
the CAD. Lower Z materials also reduce the number of non-resonant scattering events
that might take place anywhere in the CED during a measurement, diminishing back-

ground counts.

Sectional views of the Plexiglas detector body are in Fig. 2.8. The cover (not

shown) is a 65 mm diameter, 2 mm thick Plexiglas disk. Plexiglas is light, easy
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Figure 2.8: Sectional views of the detector body. All dimensions in mm.

to machine, and provides an excellent filter of the unwanted fluorescence from the
sample. A 100 mm?, 90% °"Fe enriched 1.3 um thick 310 stainless-steel foil[40] is the
CED cathode. An enriched foil is used to maximize the possible resonance events from
~ photons off the SEDM sample. The foil is clamped firmly in place with a 40 mm
diameter, ~0.1 mm thick Plexiglas ring with 9.8 mm diameter center hole to expose
the cathode to the v-photons from the sample. The anode wire is 25 um gold-coated
tungsten and soldered across the 4 mm sections of the disk shown in Fig. 2.9. This
anode-holder is made of 2 mm thick copper-clad circuit board. Facing surfaces of the
detector body and cover are polished and an o-ring is used to ensure a seal between
detector body and cover. All inner surfaces were fully aluminized and connected to
ground. Four nylon screws are used to fasten the cover to the body. A 250 mm long
lightweight coaxial cable (RG-174/u) with a gold mini-SMC high-voltage connector
carries the bias voltage from the pre-amp to the anode wire. One end of the SMC
connector was threaded into the detector body and the anode wire was soldered onto

the center pin of the connector. Thin coax is used to reduce mechanical stiffness which
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Figure 2.9: Sectional view of the anode wire mount made of 2 mm thick copper-clad
circuit board. All dimensions in mm.

would interfere with oscillating the detector. The He with 4% CH,; gas mix enters
and exits though two 2 mm diameter plastic tubes. The premixed gas flows through
the detector at a rate of ~0.1 cm3/min. A photograph of the CED mounted onto the

CAD during a SEDM experiment is shown in Fig. 2.7.

The CED was optimized for counting efficiency the following way. Initially, with
the minimum possible lower level discriminator voltage, pulse height spectra of the
CED on and off resonance, were collected at different bias voltages. The pulse height
spectra, with the off resonance contribution subtracted, indicated when the conversion
electron signal was maximized. Fig. 2.10 shows this trend for several bias voltages,
with the 800 V bias showing a clear maximum for the conversion electron signal at
channel ~100. To confirm this setting, conversion electron Méssbauer spectra of the
single line stainless-steel cathode of the CED were collected at different bias voltages.
The effect, ¢ = I/I,, where I is the peak intensity and I, is the baseline of the
spectrum, was calculated for each spectrum, as well as the following measure of the
effective counting time, t.;y = 2(e + 2)/(e%1x)[39]. The operating bias voltage for

the CED of 700 V exhibited the minimum effective counting time and maximum
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Figure 2.10: Pulse height spectra with off resonance background subtracted at dif-
ferent bias voltages for the CED. The conversion electron peak is clearly seen in the
800 V spectrum around channel 100.

signal effect, shown in Fig. 2.11. A spectrum of the enriched stainless-steel cathode
is shown in Fig. 2.12. The CED has an operational linewidth of 0.153+0.002 mm/s,
compared to 0.191+0.001 mm/s for a transmission spectrum of at 10 pm thick 310

stainless-steel.

Background contributions in the form of detector noise and low-energy photoelec-
trons were reduced with the proper selection of the lower level discriminator setting
for the detector electronics. Using the same method to find the optimal bias voltage,

a lower level discriminator setting of 10-12 mV was selected (see Fig. 2.13).

2.2.1.2 Drive synchronization and data collection

A requirement for SEDM spectroscopy is the synchronization of the CVD and CAD.

The energy analyzer must sweep across its range of velocities while the transition is
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Figure 2.11: Effect (¢) and effective counting time t.;; as functions of CED bias
voltage as described in the text. The solid line is a guide to the eye.

being pumped by the CV transducer and exactly the same velocity should be recorded
in each channel of the multi-channel scaler during a scan. -\ Wissel[26] Velocity
Transducer MA-260, Mossbauer Driving Unit MDU-1200 with a Digital Function
Generator DFG-1200 was used for the CVD and a Mdssbauer Velocity Transducer
MA-260 with a Mdossbauer Driving Unit MR-360 and a Digital Function Generator
DFG-1000 was used for the CAD. The drive function generators are essentially digital-

to-analog (DA) converters with internal clocks which supply the driving unit with a

waveform and provide logic pulses during different parts of the waveform for data

32



>
I

Counts (103)
e
1

-1 0 1
Velocity (mm/s)

Figure 2.12: CED spectrum of the enriched 310 stainless-steel sample. A linewidth
of 0.153+0.02 mm/s and and effect of *800% are substantial improvements over con-
ventional transmission measurements.

collection (e.g. TTL pulses for the channel advance, a start signal denoting the
beginning of the waveform, and a sign signal for the positive and negative velocities
of the drive waveform). The internal clocks of the drive function generators can be
disabled and an external TTL stepping pulse can be used to provide the channel
advance for DA conversion to the driving unit. This feature allows the two drive
systems to be used in a master/slave configuration. With an external channel advance
frequency of =100 kHz (4096 channelsx25 Hz drive resonant frequency) the CAD is
slaved to the CVD using the circuit shown in Fig. 2.14. The start signal from the
CVD and the sign signal from the CAD ensure that both waveforms begin at their
maximum velocities at the same time. To establish synchronization after a drive has
been turned off, a reset trigger is provided. The drive function generators are operated

in a standard 512 channel/cycle configuration. The CAD uses a triangular, constant
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Figure 2.13: Effect (¢) and t.;; as a functions of the lower level discriminator setting
for the CED. The solid lines are a guide to the eye.

acceleration waveform. To minimize the velocity error of the CVD proportional-
integral feedback loop, a square waveform with a 20% sine wave component at the
discontinuities (see Fig. 2.15) is used. Examining the diagram of the CAD and CVD
waveforms in Fig. 2.15, it seems reasonable to have the CAD double its oscillation
period so data can be collected during the positive and negative accelerations of the
CAD and standard folding of a spectrum can occur to alleviate possible background
problems. This was not possible with our Wissel drive units. The servo loop was

unable to cope when operating at twice the 25 Hz mechanical resonant frequency.
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Figure 2.14: Schematic of the CVD and CAD synchronization circuit.

The function generators provide a sign signal which denotes when the waveform
generates a positive or negative velocity and a count enable signal which establishes
when a constant velocity section of the waveform has been reached. With the circuit
in Fig. 2.16, counts from the detector are gated with the CVD sign and count enable
signals. This way, the signal is collected by the multi-channel scaler data acquisition

system only when the transition is being pumped by the CV transducer.
2.2.1.3 Shielding

It is very important when performing SEDM experiments to provide proper shielding
of the detector from unwanted radiation. Optimum CED performance is achieved

with a low background([36], so keeping non-resonant counts to a bare minimum is
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Figure 2.15: Diagram of the CVD (top) and CAD (bottom) waveforms used during
a SEDM experiment.

crucial.

The biggest source of background counts is line-of-sight photons from the source.
The 122 keV ~v-rays from the nuclear decay of ’Co can penetrate any shielding ma-
terials between source and detector. To improve the shielding for the detector, it is
better to use many materials with complementary vy-ray absorption coefficients. With
this in mind, each metal used for the CED shielding has an absorption coefficient

which is optimum for a range of y-ray energies. The metals are placed in a sequence
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Figure 2.16: Schematic of the velocity gating circuit.

so photons of lower energies will be absorbed as they scatter on towards the CED.
By the time photons have penetrated all the shielding materials, their energies are
too low to create photoelectrons in the CED. An example of our shielding is schemat-
ically displayed in Fig. 2.7. 10 mm of tungsten is followed by 10 mm of lead, and
then 3 mm of cadmium, 2 mm of brass, 2 mm of aluminum and 3 mm of Plexiglas.
Although tungsten has a lower Z then lead, its higher density makes it a better ab-
sorber. Collimation of the scattered radiation from the sample is provided by an
11 mm inner diameter copper shell which passes through the shielding and is level
with the 10x10 mm cathode. A 2 mm think copper shell sitting inside a 7 mm lead

shell shields the source.
2.2.1.4 Operation

Our SEDM apparatus uses standard detector electronics, i.e. detector pre-amps,

high-voltage (HV) power supplies, multi-channel analyzers and rate meters, from

37



ORTEC]28] and Canberra[29]. An Intel-based P.C. having two ORTEC multi-channel
scaler (MCS) data acquisition cards collects the spectrum. One MCS card is used to
collect counts coming from the CED (the SEDM experiment) and the other MCS card
is used for collecting counts from the proportional counter when checking the CVD
energy or recording the long term CED stability. The back of the CAD transducer
has a source holder. A source is attached here when it is necessary to calibrate the
CAD velocities. With a conventional transmission Mdssbauer spectrum of the sample
in hand. it is a simple task to determine the line energies for a CVD velocity. The

experimental procedure for conducting a SEDM experiment is:

e Conventional transmission Modssbauer spectra are collected. These spectra are
used to determine the transducer velocity for pumping a selected transition. Fits
to the transmission spectra offer necessary information to fit SEDM spectra, e.g.

distribution of hyperfine fields.

e With the drives synchronized for a SEDM experiment, the CVD energy is tuned
across a range of energies centered about the calculated drive velocity and the
gated counts from the proportional counter behind the sample are recorded in
timed bins (e.g. 100 seconds per channel). The absorption as a function of
drive energy will vield a maximum when the peak of the line is encountered.
This is an important check of the CVD energy calculated from the transmission

spectrum.

e Once the CVD energy is confirmed, the SEDM experiment begins with one MCS
collecting the SEDM spectrum and the other MCS recording the CED counts
in timed bins as a check of the detector performance (e.g. the number of counts

per bin remains constant for the duration of the experiment).

Since the data-gating electronics collect during half of the CVD waveform, no back-
ground corrections, typically by folding, are possible. However, with our thin samples
as well as source-sample and sample-CED distances of 2-5 cm, flat backgrounds were

always measured.
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Figure 2.17: Velocity calibration of CAD with respect to the six lines of a-Fe. Resid-
uals of the fit (A) are shown in the bottom part of the graph.

2.2.2 Spectrometer performance

Using a 1 GBq 3"CoRh source, the SEDM setup was tested on a-Fe. At first, with
no calibration for the CVD velocity, all six lines of the «-Fe spectra were found by
varying the CVD velocity and recording the absorption of y-rays in the sample. A
linear dependence between the AC voltage of the monitor output of the CVD and line
positions for a-Fe was demonstrated and used as a calibration of the CVD velocity,

shown in Fig. 2.17.
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Figure 2.18: Transmission Méssbauer spectrum of a-Fe and the SEDM spectra when
lines #1, #2 and #3 are driven (pump energies indicated by the 1).

Collecting a SEDM spectrum while driving line #1 of a-Fe provided a strong
indication that selective population of the m, = —% nuclear sublevel (shown schemat-
ically in Fig. 2.2) was happening. With the largest cross-section, driving line #1
would produce the strongest signal, and after approximately a day of counting, a
single-line SEDM spectrum, shown in Fig. 2.18, was the result. With a line position
of -5.314:0.01 mm/s, in agreement with the line #1 energy of a-Fe, the appearance

of a single line agrees with the selection rules.

SEDM spectra when the excited states of lines #2 and #3 in a-Fe were populated
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established that selective population of a nuclear sublevel was indeed occurring. The
1

population of the m, = —3 state results in de-excitations to the m, = —% and
mg = +% states (see Fig. 2.2), i.e. pumping line #2 yields a spectrum with lines #2
and #4. When line #3 is driven, populating the m, = +% state has de-excitations
occurring to the my = —3 and m, = +1 states, resulting in both lines #3 and #5
in a SEDM spectrum (Fig. 2.18). This last SEDM spectrum is the most convincing
evidence that selective population of the nuclear sublevels is happening, as the de-
excitations via the m, = +3 — m, = —1 transition has a larger nuclear cross-section
than the pumped m, = % state, resulting in the return line #5 which was not pumped
having a much greater line intensity in the SEDM spectrum than the pumped line

#3.

To evaluate the SEDM lineshape the energy distributions of the source radiation
and scattered radiation from the sample as well as the detector energy resolution are
required. These items are characterized by their linewidths. Including the energy
distribution of the source, FCED=O.153:tO.002 mm/s, collected in a transmission ge-
ometry, describes the energy resolution of the CED. A measure of the source energy
distribution is given by the inner lines (#3 and #4) of a a-Fe transmission spectrum,
[4=0.120+£0.001 mm/s, which defines the excitation process of a Mdssbauer nucleus in
the source and the subsequent de-excitation. With this information, a SEDM model
assuming Lorentzian lineshapes and a single hyperfine field, corrected for the CED
isomer shift. was used to fit the a-Fe SEDM spectra. These spectra required approx-
imately one day counting times, and exhibit a three order of magnitude improvement

in counting efficiency over previous experiments(16, 17].

A 1 GBq *’CoRh source was used to collect SEDM spectra of the FeggBag, FegsNiss
and Fe;0, ferrofluid samples. A 2 GBq **CoRh source was used to collect SEDM
spectra of the FegyZrg sample. SEDM spectra of Fegs Bgs were collected in an evacuated
furnace designed for scattering experiments (Fig. 2.19). SEDM spectra of the Fe;O,
ferrofluid and the Fegy;Zrg sample were collected in a closed cycle refrigeration system

designed for scattering experiments (Fig. 2.20).
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Figure 2.20: Photograph of SEDM apparatus with close cycle refrigeration system.
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2.3 Muon spin relaxation spectroscopy

Transmission Mdssbauer spectra of some materials will show very small line-splittings,
where static disorder effectively washes out the sextet. Such a sample may experience
time-dependent magnetism (e.g. moment spin flips or transverse spin freezing) which
cannot be resolved using the above Méssbauer effect techniques. Pumping a specific
sublevel with SEDM when a sextet pattern in a transmission Mdssbauer spectrum
cannot be clearly resolved is difficult. Moreover, a transmission Mdssbauer experiment
is sensitive to moment flips that are about or above the Larmor frequency of the
Méssbauer nuclei and SEDM is sensitive to moments flips that are about or below the
Larmor frequency. Unless transmission Mdssbauer spectra lineshapes are clearly due
to dynamic phenomena (such as in a ferrofluid), convincing results of time-dependent

magnetism may be beyond the time resolution of the SEDM technique.

Another experimental method that is sensitive to magnetic interactions is muon
spin relaxation (zSR). The muon is a sensitive local magnetic probe, and zero-field
(ZF) uSR provides clear signatures from static and fluctuating moments. Static mo-
ments exhibit a Kubo-Toyabe type lineshape in the early time channels in a ZF-uSR
spectrum while spin dynamics result in an exponential decay in later time channels.
Additionally, the measuring times of Mdssbauer effect experiments and uSR overlap,

allowing comparison of fluctuation rates.

1SR requires low energy muons as it is necessary that they stop inside a sample
of (relatively) convenient thickness (~ 200 — 300 mg/cm?). Fortunately, the simple

two-body decay of charged pions
™ > ut +u, (2.4)

from which the muon emerges in the rest frame of the pion with a momentum of
29.79 MeV/c and a kinetic energy of 4.119 MeV[92], offers the required energies.
Since the neutrino is produced with its spin anti-parallel to momentum, conservation
of linear and angular momentum forces the u* to have its spin anti-parallel to its

momentum in the rest frame of the pion. Hence, muons emitted from pion decay at
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rest are also 100% spin polarized opposite to the direction of their momenta. This is
the greatest advantage of uSR as a resonance technique: it begins with a perfectly
polarized probe, regardless of the sample into which it is implanted. Muon beams are
emitted from 7* decay at rest in the surface layer of the primary target (at TRIUMF
it is graphite) where the pions themselves are produced by collisions of high energy
protons with target nuclei. This is why muons used for uSR are often called surface

muons.

The positive muon, u™, is a spin % particle with a half-life of 2.2 us and magnetic
moment of 8.90 py. The muon is an impurity which is implanted into a sample and
localizes itself at an interstitial site because of its positive charge. This process occurs
very quickly, usually in less than 10~ s[41]. Spin precession is monitored by observing
the emitted positron with an energy up to 52 MeV (easily penetrates sample holders,
cryostat or ovens, and the detectors used to establish the time and direction of the

muon decay) after the muon decays

pt—oet+u .+ 5, (2.

[ S)
(4]]
~—

The decay positron is emitted preferentially along the muon spin direction. Due to
the absence of a quadrupolar electric moment (spin %) the muon does not couple to
electric field gradients and is therefore affected only by the local magnetic field, that

can be small due to a large gyromagnetic ratio (,) of 2r x 13.554 x 107 T-!s~L.

There are two basic geometries for a uSR experiment. In the transverse geometry,
an external magnetic field is applied perpendicular to the muon beam polarization
direction, and the positrons are detected perpendicularly to this external field. In
the longitudinal geometry an external magnetic field can be applied along the initial
muon beam polarization direction and a longitudinal-field (LF) uSR experiment is
possible. If only a very weak external field is applied to compensate for terrestrial
magnetic fields or stray fields from the accelerator, this longitudinal geometry can also
be used for a zero-field (ZF) uSR experiment. Fig. 2.21 shows a schematic diagram

of a longitudinal setup. Positron detectors are placed along the muon beam direction
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Figure 2.21: A schematic diagram of a longitudinal or zero-field uSR experiment.
B = backward detector, F = forward detector.

upstream and downstream of the sample. The backward positron telescope is provided

with a hole to allow passage of the incoming muon beam.

The positron detectors are plastic scintillation counters. When an ionizing particle
passes through the scintillating plastic, a flash of light is generated and it is trans-
mitted down clear plastic light guides by total internal reflection to a photomultiplier
tube. This photomultiplier tube in turn emits an electrical pulse which is transmitted
to a fast timing discriminator module. A logical timing pulse with an arrival time
~ 1 — 2 ns (and fixed delay by counter electronics) to counting electronics is the
end result. Raw counter pulses are fed to fast discriminators which generate uniform

timing logic pulses (if the raw pulse height is above a threshold).

An incoming muon generates a pulse in the ¢t = 0 counter (Fig. 2.21) which sends
a start pulse to a fast time digitizer (clock). When the muon decays it triggers a
stop pulse from the front or back counters (Fig. 2.21), and stops the clock. The time

interval is recorded in the corresponding bin of a time histogram. Additional logic
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Figure 2.22: A typical uSR decay pattern of the timed histograms collected from the
forward and backward counter telescopes.

modules are used to ensure that events that occur with more than one muon in the

sample, or possible events which may produce multiple positrons, are not counted.

Fig. 2.22 shows a typical ZF-uSR decay pattern. This depolarization pattern is a
function of the muon’s lifetime, 7,, and the muon spin relaxation function G.(t). The
physics of the muon’s behavior in the magnetic sample is contained in G.(t), which

corresponds to the correlation function of muon spins:
G.(t) =4 < S¥(0)SE(t) > (2.6)

The timed histograms collected from the pair of counter telescopes have a fitted form

which is, in the most general case:

t
Ngr =bgp+ NEF exp(-_T—) x (1+ AZFG.(2) (2.7)

N
where B denotes the backward counter and F' the forward counter. Setting ¢t = 0 as

the time that the polarized muon stops in the sample, we have Ng £(t) as a measure of
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the positron counts per unit time bin, bg r the time dependent random background,
NEB¥F a normalizing factor which includes the counts per bin at t = 0, and AZF the
initial magnitude of the asymmetry of the decay of muons into positrons. That is,
+AE corresponds to NB and —Af to Nf. These parameters describe the experimental

conditions.

At TRIUMEF, the time independent background is ascertained by recording the
counts for several tenths of a microsecond before ¢t = 0. This is achieved by carefully
placing a delay in the counting electronics. The background is then subtracted, B(t) =
Ng(t) —bg, F(t) = Np(t) — br and an asymmetry histogram is constructed from data
from opposing counters as: 5 v

A(t) = %TF% (2.8)
Since, in practice opposing counters are not identical, instrumental parameters o =
NE/NE and 3 = Af/AE allow the experimental asymmetry A(t) to be correctly

described by

_ (1 —a) +(1+aB)AFG:(t)
~ (1+a)+(1-aB)AFG.(t)
Usually. Eqn. 2.9 is inverted to yield the so-called corrected asymmetry and the dis-

A@t) (2.9)

plaved data is given by:

(a—1)+ (a+ 1)A(2)
(a8 + 1)(aB — 1) A(t)

and a typical ZF-uSR spectrum of the corrected asymmetry, AZG.(t), is shown in

Fig. 2.23.

ABG.(t) =

(2.10)

The normalization ratio given by « is subject to systematic variations such as an
intermittent discriminator in the counting electronics and is rarely very close to unity.
The asymmetry ratio 3 is usually stable and the approximation 3 = 1 is used, so that
AF ~ AB ~ 4,. If the time-independent backgrounds are not well known, they must
be fitted, making it necessary to fit Ng(t) and Ng(t) separately, but simultaneously,

with a common G.(t).

Facilities exist which produce quasi-continuous (e.g. TRIUMF in Canada) or

pulsed (e.g. ISIS at the Rutherford Appleton Laboratory in the U.K.) muon beams.
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Figure 2.23: ZF-uSR spectrum of a polysaccharide iron complex at 2 K.

Pulsed muon beams are well suited for the study of weak magnetic signals due to an
almost complete absence of background related to contamination of the beam with
particles other than muons. Pulsed beams have a relatively low time resolution so
they are unsuitable for the study of systems exhibiting fast relaxation processes or
appreciable local fields (larger than ~50 mT at the muon site[42]). The low time

resolution limitation does not apply to the quasi-continuous beams.

At TRIUMF, ZF-uSR measurements were done on the M20 beamline for the
polysaccharide iron complex and on the M13 and M20 beamlines for the Fe-Zr systems.
The data collection apparatus was the OMNI rig (Fig. 2.24). Sample temperatures
were controlled between 2 K and 300 K in a helium flow cryostat. Field-zero was
set to better then 1 uT using a flux gate magnetometer for the M20 beamline work,
and was set to better than 0.1 mT using a Hall probe and confirmed using the muon

precession signal in a pure silver blank for the M13 beamline work. Histograms
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containing 1 — 4 x 107 events were acquired with timing resolutions of either 0.625 ns

when well below T¢ or 1.25 ns when below T¢ up to 300 K.

Figure 2.24: The OMNI rig used for uSR experiments at TRIUMF. The decay
positrons (et) are detected in one of four scintillation counters placed in the forward
and backward directions relative to the incoming beam. The forward and backward
detectors are visible at the left and right of the picture (pairs of cylinders attached
to the black plates). The (similar) muon arrival detector is also visible at the lower
left. The central structure is the cryostat containing our sample, and surrounded by
Helmholtz coils to control the magnetic field at the sample.
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Chapter 3

Lineshape Models

To accurately extract information from spectra, it is necessary to match a theoretical
curve to a set of experimental data. In this chapter, various theoretical descriptions
of physical phenomena and their effects on spectra are detailed. With these models.
non-linear least-squares analysis is applied to the data, and physical properties of the

samples obtained.

3.1 Evaluation of transmission Mossbauer spectra
for °"Fe

Static magnetic disorder

While transmission Mdssbauer spectra of magnetic materials with a unique magnetic
hyperfine field are easily described by a single Lorentzian sextet whose absorption
peaks are at energies determined from the hyperfine interaction parameters described
in Sec. 2.1 with intensities given by the appropriate 3:R25:1:1:R25:3 ratios, spectra
of materials with static disorder require a more complicated description. Transmis-
sion Mdassbauer spectra of magnetic materials with static magnetic disorder are best
described by a range of hyperfine parameters that produce subspectra of Lorentzian
lineshape which are weighted by a distribution. One method to calculate a distribu-

tion of subspectra for a series of hyperfine fields, By, is Window’s[44] series expansion

20



Absorpt. ( 105)

Absorpt. ( 105)

L ——r—"3 "% 15 30

Velocity (mm/s) Byr

Figure 3.1: A transmission spectrum of Feg,Zrg at 20 K (left) fit using Window’s
method (top) and an asymmetric Gaussian hyperfine field distribution (bottom). Hy-
perfine field distributions (right) calculated with each fitting procedure is also shown.

of the probability function of hyperfine fields, P(By), given by:

N
P(Bu) = 3 ancos ( B o) (3.1)
n=1

where a, is the normalization factor for the distribution, and By#* is the maximum
value of the hyperfine field necessary to describe a spectrum. The power of this
method lies in the few assumptions made about P(B,f), i.e. only the boundary
conditions for the distribution P(Bjf*) = 0 and dP/dBxy = 0 for Byy = 0 and
Brs = Bif*. A linear correlation between isomer shift and hyperfine field is necessary

to describe slight asymmetry of the spectrum. Window’s method is a standard fitting
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algorithm for spectra in the Mdéssbauer literature, however, careful interpretation of
P(Bhy) is necessary when applying it. Since a finite number of terms N is used
to fit spectra (usually between six and ten), oscillatory components in P(Byys) can
occur, like the P(Bgs) bump at ~ 10 T in Fig. 3.1. Limiting N to the smallest
number which can successfully fit the data is the general procedure for avoiding P(Byy)
oscillations. Another problem with this procedure is that unphysical, negative P(By),
are sometimes calculated. A fit using this procedure is shown in Fig. 3.1 where NV =6
terms were used. Notice the small portion of the calculated P(Bys) which is negative

for fields above 30 T.

With these limitations in mind, Window’s method is a powerful fitting tool. Often
it is the only way to consistently fit transmission Mdssbauer spectra of materials
with static disorder. Used with a subtraction procedure of zero and applied field
transmission Mdssbauer spectra, it offers a clear way to determine P(Byf)[22], where

ringing components and negative values can be avoided.

To avoid the ringing and negative values of P(B}y) from Window’s method, a more
robust, fixed functional form of P(Byy) can be used to fit transmission Mdssbauer
spectra of many static magnetic amorphous materials. A useful P(B;) distribution
is derived from an asymmetric Gaussian function. This functional form has a strong
similarity to the P(By) distributions often generated with Window’s method. An
example of a fit using an asymmetric Gaussian P(Bjy) is shown in Fig. 3.1. A linear
correlation between isomer shift and hyperfine field is used to describe asymmetry
in the spectra. Often, fits with an asymmetric Gaussian P(Byy) are as successful at
describing the experimental lineshape as Window’s methods, with the added advan-
tage of being less sensitive to poorer quality signal-to-noise spectra. Fitted values of
average B and field correlated isomer shift between both methods generally are in
good agreement. Occasionally, this simple functional form for P(By) cannot quite fit
all spectral characteristics, as seen in Fig. 3.1, where is just misses lines #1 and #6.
A more complicated combination of Gaussian P(Byy)’s may be needed[84]. Unfortu-

nately, with a more complicated overall P(Byy), the difficulties inherent to Window’s
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Figure 3.2: Lineshapes for different values of relaxation rate v. ['=0.13 mm/s and
Bny=33 T.

method are revisited.

Dynamic magnetic disorder

Calculations that describe transmission Mdssbauer spectra with static disorder are
reasonably straightforward. The physics of hyperfine interactions in Sec. 2.1 with
Lorentzian lineshapes correctly describes spectra of static magnetic material. Time-
dependent hyperfine interactions add an additional layer of complication to the physics
of the Mdssbauer nucleus in a magnetic field. The simplest time-dependent effect is
when the orientation of a magnetic moment varies by 180° (spin flip) during the

Larmor precession time of a Mdssbauer nucleus in its excited state.
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Magnetic relaxation in simple systems

Transmission Mossbauer spectra of a magnetic material undergoing spin flips are
usually modeled using a stochastic two-level lineshape formalism, such as the one
by Blume and Tjon[2]. The levels represent the two possible orientations that the
moment can make (i.e. 0° and 180°). The transition probabilities per unit time
per unit occupation between the two levels are P, and P, where Py, denotes the
transition from level one to level two and P,; the transition from level two to level
one. [ .s the natural linewidth, w the energy of the incoming ~-ray and +4 the
energies of the two levels (determined from the hyperfine interaction energies). We

can use the well known lineshape expression[2]

1w +nd) + 2R
(62 — w?) + 2R(w' — nd)

where W' = w — ', n = (Poy — P12)/(Pa1 + Py2) and 2R = Py + P3;. The real

[(w) =28 [ (3.2)

(R) component of the expression is used to predict spectra exhibiting simple moment
reversals. The probability of the moment being oriented in either a 0 or 180° manner
is described by the relaxation rate (i.e. the product of the transition probability per
unit time and the occupation probability). The rate between level one and two is %Plg,
and between level two and one is 3P;. The total relaxation rate is R = P2 + 1 Pa.
R = v = 1/7 with 7 the relaxation time between moment flips. The lineshape for
each line pair of the spectrum (i.e. lines #1 and #6, lines #2 and #5, and lines
#3 and #4) are calculated with Eqn. 3.2 with the hyperfine parameters (e.g. J and
Byy) calculated using the expressions in Sec. 2.1 and the correct 3:R25:1:1:R25:3 line

intensities.

The effects of simple magnetic relaxation are shown in Fig. 3.2 (powder average).
For slow relaxation, the lineshape is the same as for a static field, except for the slight
broadening of the lines. As the relaxation rate increases, the lines spread out more
until at fast relaxation rates, magnetic effects are time-averaged and gradually go to

zero, leaving a single line in the center.
This simple magnetic relaxation model can be used to describe transmission Mossbauer
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spectra of crystalline magnetic materials, such as FegsNizs[14] and bulk Fe,O3[56]. The
model can also correctly describe the magnetic behavior of a superparamagnetic single

domain particle.

Describing the behavior of a single domain particle as it changes from superparam-
agnetic (180° spin flips) on towards begin blocked at much lower temperatures, and it’s
effects on transmission Mdssbauer spectra, is much more involved (and up to now has
not been properly done). Unfortunately, one single domain particle cannot be studied
with transmission Mdssbauer spectroscopy (the holy-grail of fine particle magnetism
is to create a single-sized single domain particle system), and a real magnetic fine
particle system consists of a collection of single domain particles with a distribution
of particle sizes. The following model correctly described the entire range of magnetic

behavior in a fine particle system.
Magnetic fine particle systems

When describing magnetic fine particle systems, it is usually assumed that the parti-
cles are uniaxially anisotropic since even a small departure from sphericity will result
in a strong uniaxial shape anisotropy[8]. The internal magnetic potential energy
of a particle’s average magnetic moment can then be described by the expression
E = —KV cos?(f), where K is the anisotropy constant of the particle, V its volume
and 6 the angle between the easy axis of the particle and the direction of magnetiza-

tion.

At low temperatures, the moment of a single domain particle is fixed along its easy
axis, in a blocked state. The moment will remain blocked until the thermal energy
is great enough to allow it to oscillate about its easy axis. These oscillations, called
collective excitations, occur until the thermal energy increases to the point where the
moment can undergo 180° moment flips. At this temperature and above, the moment

is superparamagnetic.

The moment oscillations during collective excitations can be viewed as the moment



rocking in its potential well. Mgrup[l] modeled this behavior by assuming that the
fluctuations around the easy axis occur much faster than the Larmor precession of
the Mossbauer atoms. The probability of the moment being at an angle away from
the easy axis is calculated, resulting in a correction to the magnetic hyperfine field.

For the case of a uniaxially symmetric particle this is:

k
Boys = Bhf (1 - BT) (33)

2KV

where B, is the observed magnetic hyperfine field at the temperature T and By
is the static magnetic hyperfine field. Combining this with a distribution of particle
sizes, each with a different V', yields an effective hyperfine field distribution which

successfully predicts low temperature spectra of fine particle systems.

The success of Morup’s description of low temperature fine particle Mossbauer
spectra is shown in Fig. 3.3. With the log-normal particle size distribution of the 4.5
nm ferrofluid. 12 K, 20 K and 25 K spectral lineshapes calculated with Eqn. 3.3 are in
excellent agreement with experiment. Linewidths are constant, 0.42+0.02 mm/s, and
Bis=350.0£0.2 T is consistent with the accepted value for Fe3O4[4, 59]. K=3.3+0.2
x 10* J/m?3 is in agreement with K of similar fine particle systems[51, 52, 33] and a
more complete lineshape model[59]. Above 25 K, this simple description fails since
collective excitations are no longer the only magnetic fluctuation present. A central,
non-magnetic, component develops that cannot be described by the collective excita-
tion model. Furthermore, there are increases in both the fitted linewidth (shown in

Fig. 3.4 by the 7) and By, and a decrease of K.

At high temperatures, where KV <« kgT and rapid reversals of the magnetic
moment occur, spectra are usually modeled using a stochastic two level lineshape for-
malism, such as the one by Blume and Tjon (Eqn. 3.2). There is an equal probability
of the moment being oriented in either a 0° or 180° manner with respect to the easy
axis. This assumption is consistent with a single domain particle’s moment not having
a preferred orientation along its easy axis (the potential barrier E is symmetric). In

Eqn. 3.2, Py = P5; = P and the total relaxation rate is R = {P + 1 P.
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Figure 3.3: Fits to the 4.5 nm Fe;0, ferrofluid using Morup’s collective excitation
description for low temperature spectra and a two-level relaxation model for the high
temperature spectra. These models clearly fail to predict the lineshape of the interme-
diate temperature spectra.

The wide range of particle sizes in a real system leads to a large variation of
energy barriers. Spectrum modeling hinges upon the calculation of superparamagnetic
moment behavior, effectively described by the relaxation time, 7. A valid expression
of 7 for all possible energy barrier sizes is therefore critical. Typically, a relation along
the lines of T = 79 exp(a) is used, where a« = K'V/kT and 7, essentially depends upon

the non-relaxing saturation magnetization[4, 64]. This approach is valid for a > 2.
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Figure 3.4: Results of fits of the 4.5 nm Fe3;0, ferrofluid using Merup’s collective ex-
citation description (v), a two-level relaxation model (A) and our multi-level formalism
(0). Relaxation rates, v, were averaged over the log-normal particle size distribution.

This is the mathematical limit used to find the solution of the Fokker-Plank equation
for a moment flip in an axially symmetry potential describing the relaxation process.
See section D.3 of Ref. {4] for more details. At high temperatures (or for small moment
sizes) Madssbauer spectroscopy measures moments with relaxation times in the o < 2
regime[4]. Using an invalid expression for T will result in an incorrect assessment of
K and improperly scale the relaxation times for particles at the extremes of the size

distribution. Coffey et al.[48] have determined an expression for the relaxation time

1 1
1 <p(a) — 1 4
T 2_0_l[e\cp( ) —1] (3.4)

at+ly =

with 7y oc VM, where M; is the saturation magnetization. This expression is valid to

within a few percent of the exact analytic solution[4], for any value of a. It ensures that
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a correct 7 for each particle size is calculated and a consistent K for each temperature

determined when modeling data.

The two level formalism with a log-normal particle size distribution and 7 given by
Eqn. 3.4 with E = —KV cos?(#) results in an adequate description of the 180 K and
140 K 4.5 nm ferrofluid spectra, shown in Fig. 3.3. Fitted results in Fig. 3.4 show that
the linewidths (denoted by A) are reasonably consistent and the expected decrease of
relaxation rate with temperature occurs. For the highest temperature spectra it was
necessary to fix the zero-temperature hyperfine field to 30 T to avoid cross-correlations
between the least-squares fitted relaxation rate, linewidth and hyperfine iield. K could
not be fit reliably and was fixed at 3.0x10* J/m3. The fit quality quickly deteriorates
on cooling as a static component develops (notice the arrows displaying the missed
components of the experimental 100 K spectrum in Fig. 3.3) and it was necessary to
let Byy and K vary to fit the experimental spectra. Linewidths increase, with K" and
B,y changing by as much at 50% to fit the spectra. As Tp is approached, the fitted
relaxation rate increases in stark contrast with the actual slowing of the relaxation
rate. This simple two-level model cannot predict the magnetic behavior of a fine

particle system at intermediate temperatures.

At intermediate temperatures moments from the largest particles will be blocked.
However, there is enough thermal energy for moments from medium-sized particles in
the distribution to undergo collective excitations, and moments from smaller particles
will be superparamagnetic. The models for collective excitations and spin flipping

cannot correctly predict the transmission Mdssbauer spectral lineshapes (Fig. 3.3).

At these intermediate temperatures, moments experience a variety of orientations.
The many-level representation of Jones and Srivastava[47] offers the best way to model
the complex dvnamic behavior of single-domain particles. Computer hardware readily
available at the time of their publication was not powerful enough for convenient least-
squares fitting using this approach. Increases in processor power over the last few years
allow for reasonable computation times for fitting spectra. This many-level model fully

describes the effects of the various tilt angles that the moment can make. Collective
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excitations, interparticle interactions and superparamagnetism are described within
a single formalism(50]. Sack’s[54] simplification of Anderson’s[55] stochastic quantum

mechanical model is used as a starting point:
I{w) =2R(WM'T). (3.3)

It is assumed that the nuclear states are constant and the relaxation problem can be
solved separately for each line pair, i.e. transitions from |[[;m; > to |Iymq > where
I, = % and [ = % displayed schematically in Fig. 2.2. The N components of the row
vector W are proportional to the occupation probabilities of the states in equilibrium,
I is a column vector with all its components equal to unity and M=(w +I)I —:Q —II
is the matrix which contains the physical description of the system. This description
involves the line positions in the absence of relaxation, w;, which are components
of the diagonal matrix €2, and the natural linewidth I'. The transition probability
per unit time per unit occupation of state i, from state i to state j is given by

[I;; = P;, Il = - X Pj (¢ # j). For a two level system, this gives:

I{w) =2R

(Py1, Pia) | t(w=08)+Ppo+T -P,, B (3.6)
P + Py -Py z(w + 6) + Py +T 1 )

and solving yields Eqn. 3.2.

This formalism can be extended to characterize the many orientations that the
moment of a single-domain particle may take when it is thermally agitated at in-
termediate temperatures. Consider a particle to have S possible orientations. The
possible angles between 0 and 180° are expressed by k steps from one to (25 + 1)
so B, = g(%)g. The magnetic hyperfine field distribution of Merup’'s model is
emulated by the resulting line positions wy = (S — k + 1)4/S with 2§ the magnetic
hyperfine splitting between line pairs. The occupation probabilities of the levels W;
and transition probabilities per unit time between levels P;; are necessary to solve
Eqn. 3.5. The equilibrium populations can be described using a Boltzmann distribu-
tion, Wy = exp(—E/kT) so that detailed balance is conserved, and we discretize the

potential barrier describing the uniaxial particle with Ex = —KV cos?(6;). M is given
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M = z(w - wk) + T — My + Mig (37)

with
l‘Jkk-}-l = —Pkk.,,l[exp(-AE/kT)] k< (25 + 1)/2 (38)
."/Ikk_l = —Pkk_l[exp(—/_\E/kT)] k 2 (25 + 1)/2 (39)

where the Boltzmann factor is used only for a step ‘up’ to a higher energy level during

the random walk of the magnetization vector. Also AF = Ey — Ey., and

P =R[S(S+1)— (k=S -1)(k+ 9)] k< (25+1)/2 (3.10)
P11 =R[S(S+1)—(k—S-1)(k+S —2)] k> (25+1)/2 (3.11)

where R is the relaxation rate between levels.

Eqn. 3.5 is then solved with inversion of M necessary for each w of the simulated

spectrum.

The moment relaxation rate must be carefully defined in contrast to the simple
two level situation. There are multiple angles to which the moment can relax to and
from, instead of just 0 and 180°, so the minimum and maximum orientation change of
the moment during the relaxation process must be defined. In this case, the relaxation
rate is the product of the occupation probability of the particle’s initial level before
the orientation change occurs and the transition probability per unit time between
the two levels. This rate must be summed for all components of the random walk

from initial to final orientation. For example, the average 180° flip rate is given by:
25
v=Y W.P;/(25+1) (3.12)
i=1
To complete the model, a distribution of particle sizes and an expression for the
fluctuation rate between moment orientations, R, is necessary. Our description of
a magnetic fine particle system assumed a log-normal particle size distribution. We
used Eqn. 3.4 for R. With a least-squares fitting routine the following parameters were

used to fit spectra: Baseline, T, intensity, By, isomer shift, 7, and K. Fig. 3.4 shows
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that, at high temperatures, our model generates the same behavior as the two-level
formalism, while at low temperatures, collective excitations are correctly described.
We will use this model to properly describe the magnetism in several fine particle

systems.

3.2 Evaluation of selective excitation
double Mossbauer spectra

The description of a scattering Mdssbauer experiment is much more involved than
for a transmission Mdssbauer experiment. It is necessary to establish a formalism
to describe the resonant scattering that occurs during a selective excitation double
Mossbauer (SEDM) experiment where only a single transition is driven, and two
resonant Mdssbauer events occur during the measurement. Bohdan Balko and Gilbert
R. Hoy have developed a complete description of the SEDM process in a sample with
a single, static Bx([17]. This model calculates the energy distributions of scattered
radiation from sample and energy analyzer, and integrates these energy distributions
to describe the effects of sample thickness, determining the line absorptions(a single-
line Na,Fe(CN)e-10H,O absorber attached to the CAD with a standard proportional
counter behind it[16, 17] was used in the SEDM apparatus). This approach was
necessary to include sample thickness effects (SEDM was performed on a ~5 cm thick
iron bar as well as a bulk a-Fe;O, crystal). The SEDM experiments reported here were
on very thin metal alloys (melt spun ribbons ~0.1 mm thick) and two ferrofluids with
low iron content[34]. No thickness effects were observed in transmission Mdssbauer
or SEDM spectra. Additionally, since we performed SEDM experiments on samples
with static disorder, it was necessary to use a SEDM lineshape model which was valid
for a range of Bys's. A simpler description assuming Lorentzian lineshapes for the

SEDM spectra of thin samples was devised which could be combined with a P(Byy).
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Figure 3.5: Sample orientation relative to the incident and scattered radiation direc-
tions in a SEDM experiment.

Time-independent results

There are two energies which describe a SEDM experiment. One is the CVD trans-
ducer velocity which defines the energy of the populated sublevel in the sample. The
other is the velocity of the CAD during its energy analysis of scattered radiation from
the sample. In analyzing a SEDM experiment it is important to know the energy
distribution of the source radiation, the energy distribution of the scattered radia-
tion from the sample and the energy resolution of the detector. These items are

characterized by the linewidths of these processes.

When a material with a single, static hyperfine field is examined using SEDM, the

lineshape is described by the expression:

6 9)2 2)2
6.5 = i < L o B+ R sh e m O
o Wons(a)(T/2)° (Co/2?
2 (B~ Eerz - G — (/D7 (E — S~ G)? + (Tu/2P
+ i Wia,i(a)(I'/2)? (Ts/2)? )
2 (B~ Euxa + G — T/ (E =S + GV + (To/27

where S is the CVD velocity, E the CAD velocity and E; the energy of each spectral

line (see Fig. 2.2), and G = E4 — E,. T, represents the linewidth of the source, I’
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the lifetime of the excited state and I'p is the instrumental linewidth of the CED
(or more generally, the energy analyzer). W(a) represent the angular distribution of
resonantly scattered radiation, where a = 90° is the scattering angle (Fig. 3.5). For

a powder sample we have(17]

9 2
u/'[‘l = LVG,G == ( ) i ( + = cos (a)) (3.14)
. . 3124 (6 +2cos?(a)
”’ = 5,5 =\ -
22 =W (87r) 9 ( 15 )
1

Was = “/44 = -Wll

2 _ 2
Was=Wip=Wis =Wz = (i) 1 (14— 2cos’(a)
: : : 8r) 9 5

(o]

which is appropriate when describing the SEDM spectra of the ferrofluids, as the mo-
ments are frozen in a random orientation in the carrier-liquid at temperatures below
~200 K (R25=2). For the a-Fe foil and melt-spun ribbon samples, a bulk magneti-
zation direction results in transmission Méssbauer spectra with a R25# 2. It is not
possible to calculate the W's for this more complex situation. Determining V" be-
comes a difficult structure problem where at least three transmission Mdssbauer spec-
tra need to be collected with the incident v-rays at different orientations with respect
to sample[25]. For these experiments, the SEDM sample was always mounted with the
ribbons horizontal with respect to the incident ~-rays or, for the a-Fe foil, its rolled
direction horizontal with respect to the incident «-rays. Using the 3:R25:1:1:R25:3 ra-
tios from transmission Mossbauer spectra fits to denote Wy ;W5 o: W3 3: W 41 W5 5:We s

correctly described the SEDM spectra.

When describing a SEDM spectrum of a sample with static disorder, additional
information is required. The distribution of hyperfine fields, P(Bgy), determined
from a transmission Mdssbauer spectrum allows the various energies of a selected
sublevel to be calculated for each hyperfine field in P(Byy). The source linewidth, I,
determines the range of transitions which can be pumped. The continuum of Bj¢’s
in the sample are approximated by a series of SEDM sub-spectra, one for each By

in the distribution from a transmission Mdssbauer spectra fit, weighted by P(Bhy).

64



This correctly describes a SEDM spectrum of a material with static disorder. It is

given by:
BRY* 2
_ (F'p/2) _
I(E, S) = thf:=o P(Bhf) X B2 _ (FD/2)2 X (310)
> Wii(a)(D/2)? ([s/2)?
(; (E—E;))?2+(I'/2)?(E—-S5)2+(['s/2)?
o3 Wisn(@)(T/2) (L./2)"
= (E-Eir2 - G2 = ([/2)2(E - S -G)? + ([,/2)?
+ i Witai(a) F/2)2 (T,/2)? )
= (E — Eiyy + G2 — (T/2)2(E - S + G)2 + (I,/2)?

Time-dependent results

To describe SEDM spectra of a system with magnetic relaxation, we must limit our-
selves to an approach which is valid only for excitation on resonance. The more general

case of a scattering lineshape with time dependent fields has not yet been solved.

To facilitate comparison of relaxation rates obtained with the models for magnetic
relaxation which we have applied to transmission spectra, we start with the line shape

function Eqn. 3.5 and use:
I(E,E;) = 2R(WM™'T). (3.16)

with

W= ( g ) M= ( —(E + E,-_); R+T/2 e E:;i RL/2 ) (317)
where R = v is the relaxation rate between states, E is the energy of the scattered ra-
diation, E; is the line energy and I is the linewidth of the excited states in the sample.
I(E) describes the scattered radiation from the sample. Unlike the transmission sit-
uation, in a SEDM experiment, the initial and final populations of the two (or more)
excited states during the time-dependent process must be averaged over the lifetime
of the Mdssbauer nucleus. Since we are using a Markovian argument to describe the

relaxation process, if one state is initially populated and we consider either state to
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Figure 3.6: Lineshapes for different values of relaxation rate v with equal populations
between the two levels (k = 1).

be equally likely at equilibrium, we have an initial estimate of the populations for the
two levels (i.e. corresponding to +h and —h) given by[67]
1
P, = ;)-(1 + exp(—2Rt)) (3.18)
P, = %(1 — exp(—2Rt))

We see that as P, decreases. P, increases with time until each are % Averaging over

the nuclear lifetime[17, 67, we have

R+T)/2

P = RAT2 (3.19)
P, = Eﬁ%/_o
which defines our W in Eqn. 3.17.
The result of the lineshape for relaxation between two sublevels is:
I(E,S) = —\Lp/2" (3.20)

E—(Tp/2?
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+

6 Wi i(a)(Ts/2)?
(z IE. E) X 55y (T,/22

3 Wi ira(a)(Ts/2)?
Z;I(E, E;) x (E—S —G)2+([4/2)2

2 _ Wisa,i(@)(Ts/2)?
Y I(E, E;) ) )

= (E—-S+G)2+ (I'v/2)2

In Fig. 3.6 we show the final SEDM lineshapes for different values of the relaxation
rate, v. In general, the difference in the two peak heights depends on the ratio of the
relaxation rate to the nuclear lifetime (v/T') and the lines will be broadened according
to the ratio of the relaxation rate to the energy splitting (v/E;), just as in ordinary

transmission results.

If a sample exhibits both static disorder and magnetic relaxation, a series of sub-
spectra based on the above SEDM relaxation lineshape description for each By of
the static distribution weighted by P(By,) (obtained from a transmission Mdssbauer
spectrum fit) will describe the SEDM spectra. This combination of static disorder
with magnetic fluctuations will be necessary, e.g. to characterize SEDM spectra of a
frustrated magnet at temperatures where transverse spin freezing happens, and may
be needed to characterize spin dynamics in a spin-glass. The lineshape calculation is

give by
B:lﬂr

HE,S)= 3 P(Bas) % Lruas(E. S) (3.21)

Bry=0
where [....(E,S) is given by Eqn. 3.20. The relaxation effects combined with a
distribution of hyperfine fields will increase the SEDM linewidth for a given relaxation

rate.

3.3 Evaluation of zero-field muon spin relaxation
spectra

The third experimental technique which was used to measure static and dynamic dis-

order in frustrated magnets and a magnetic fine particle system was zero-field muon
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spin relaxation (ZF-uSR). Unlike a Méssbauer nucleus that experiences a time depen-
dent moment fluctuation (e.g. collective excitation or moment flip), the muon, being
a spin % particle at an interstitial site in the magnetic material, will experience static
and dynamic magnetic effects through exchange interactions with the local magnetic
field. The magnetism due to these exchange interactions will have the same character
as that measured by Mossbauer nuclei in a sample. This allows direct comparisons to
be drawn between the spectral signatures of static and dynamic magnetic behavior in
Maossbauer spectra and uSR spectra. uSR lineshapes for disordered materials will be

described.

A disordered magnetic material will contain many interstitial sites into which a
muon can localize itself. This large variation of muon sites (Fig. 3.7) and the effect it
has on a uSR spectrum allows the magnetic field which the muons are exposed to be

described by a Gaussian distribution of local fields H:

2rr2
B v, H; ,
Pty = iy e (-5t 1= (322

where A?/v2 = (H2) = (HZ) = (H?) and 7y, = 27 x 1.3554 x 10%~'T"".
For static magnetic fields about a muon, when the muon stops at ¢t = 0 with its
spin pointing in the z direction, the spin evolves in time as

? HX+H?
o.(t) = —II% + —’ﬁé—”- cos(v, Ht) (3.23)

= cos?(#) + sin?(8) cos(v,Ht)

where @ is the polar angle of H with respect to the z axis.

The muon spin relaxation function for zero external longitudinal field is the sta-

tistical average of o.(t),

G.(t) = [ [ [ 0:()Po(Hs) Pe(H,) Po(H.) dH.dH,dH. (3.24)
which yields
KT __ l g — A242 ___]_’ A2
GFT =2 +2(1 At)exp( 52 t2) (3.25)
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This is known as the Gaussian Kubo-Toyabe muon spin relaxation function, after

R. Kubo and T. Toyabe who first derived this expression{68].

When magnetic fields around the muon are time-dependent, or the muon can
hop from site-to-site, in effect diffusing through the material which resuits in a time-
dependent magnetic field change about the muon, the behavior of the muon is more
difficult to describe. If a Markovian modulation of the field H occurs with a rate v

then
(H(t)H(0))
((H(0)]?)
with the range of the field distribution Pg(H, A) given by Eqn. 3.22(69, 70].

= exp(—vt) (3.26)

The time evolution of the muon spin relaxation function g.(t)(= G¥7(t) of Eqn 3.25)
consists of contributions from muons which experienced no changes in the magnetic
field around the muon at its site in the material until time ¢, g{%'(¢), only one change
in the magnetic field, g{"(¢), two variations in the field, g!¥(t) and so on

e o]
G:(t) = 3_ gi™(t) (3.27)
n=0
If exp(—vt) is the probability that the muon did not experience a field change until

time t, with v the relaxation time between changes, the time evolution of the relaxation

e O e O O
W

@) o @

e o
W

O € O e O
o ¥ o 0%

Figure 3.7: Schematic view of different ranges of local fields at different muon sites.
Atoms with magnetic moments are denoted by e, those without by o. Muons are
represented by x.
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function of a muon which did not experience a field change can be written as
g0 (t) = exp(—vt)g:(t) (3.28)

and the time evolution of the relaxation function of a muon which underwent one field

change is

gl(t) = u/o exp{—v(t — t|)}g:(t — t)) exp{—vt,}g.(t:) dt; (0 <t  <t) (3.29)
In effect we have
GET(t,Av) = (3.30)

[exp(~+)g.(8) +
v [ g:(ti)ge(t — ) dty +
0

t rta
U'-’-A /(; g:(t1)g-(ta — t\) dt, dta + - - .]

Eqn. 3.29 can be recast in terms of a Laplace transform:

fels) = [ gs(t) exp(—st) at (3.31)

we find[69)
o Fi(s) = S v fri(s +0) = L0 E ) (3.32
: = l-vf.(s+v) -

and to extract the muon spin relaxation function with time-dependent magnetic ef-

fects, the inverse Laplace transform is necessary

G.(t) = /0 * F.(s) exp(—st) ds (3.33)

The heart of G.(t) lies in the calculation of f.(s)

f:(s) = /Ooo {% + %(1 — A%?) exp (—%/_\2t2) } exp(—st) dt (3.34)

The original work of Hayano et al.[69] solved f.(s) in two parts. The first term of
f-(s) was written analytically and remaining terms were left in an integral form. Their

formula (Eqn. 20 of [69]) as published, was incorrect. This difficulty was probably
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due to typographical errors since numerical calculations of G.(t) presented later in

the same paper have the correct form.

Fortunately, f,(s) does have a full analytic form which we solved

fu(s) = 2\/>A p(uz) rfc(\/_A) (3.35)

2,/2 s il
_3_\ 5 A3 P | 57 erfc \/§A 1—*—/_\2 AT (-

F.(s) (Eqn. 3.32) and its inverse transform G.(t) need to be calculated for each

time bin of a uSR spectrum. G.(t) cannot be solved analytically. A numerical inverse
Laplace transform method is necessary to determine G.(t). Many numerical inversion
techniques were applied[71]. Weeks method [72] using Laguerre functions was the only
technique robust enough to compute G.(¢) over the range of times (~8 ns - 10 us) in

a uSR spectrum.

The basis of Weeks methods is the expansion of an original function f(¢) into a

series of generalized Laguerre functions

£it) = £ exp(—ct) 3" a o L/ T) (3.36)

k=0
where a, ¢ and T are parameters. The Laguerre polynomials may be calculated from

the recursion relations|71]
Le(t) =1 (3.37)
LTt)=14+a—-t
nLit)=02n+a-1-t)L5_(t) — (n -1+ a)L3_,(t)

and the coefficients are given by

g = (N +1)7! f: h(6;) (3.38)

Jj=0

N
ar =2(N + 1)_l Z h(OJ) COS(kOJ’)
j=0

0._(2j+1)7r
TTAN+1/ 2

h(6) = R{((1 + cot(8/2))/(2T))**'F(1/(2T) + ¢ + 1cot(6/2)/2T)}
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Figure 3.8: Zero-field longitudinal relaxation functions assuming a Gaussian distri-
bution of fields about the muon for different relaxation rates v.

A final component to the solution of G.(t) is the numerical approximation of
erfc(z). The complex error function is a close cousin to the complimentary error

function. erfc(z) by the relation

w(z) = exp(—z2)erfc(—1z) =

1 [ exp(—t3) dt
— /C Spizt) & (3.39)

T t—z

with z = z + wy. The function w(z) can be numerically approximated[73] and f.(s)
can be recast in terms of w(z). All the ingredients for the numerical solution of G(t)

are available.

Examples of G.(t) are presented for several values of v in Fig. 3.8. Examining
the simplest case of v = 0 (i.e. the static case) given by Eqn. 3.25, the 2 component
corresponds to the muon’s damped oscillations around H due to the inhomogeneity
of H; and H,. The persisting % component represents the muons which stopped

where the local field was parallel to the initial spin direction. When v > 0, for slow
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Figure 3.9: Schematic view of different ranges of local fields at different muon sites
in a dilute alloy. Atoms with magnetic moments are denoted by e, those without by o.
Muons are represented by «.

relaxation, the recovery of asymmetry to } is suppressed and G.(t, A, v) shows a hump

which provides a very sensitive measure of the relaxation time while the lineshape at

early times remains essentially unaltered.

In a dilute alloy (Fig. 3.9) where the magnetic impurity is only a few percent, the
local field at a muon site can still be described by a Gaussian distribution such as
Eqn. 3.22, however, the average magnetic field in a material is better described by a

Lorentzian distribution[74]

a

P (H;)) = *—————+ 3.40
The probability p(A) of finding a muon site of value A is
2a —a?
p(A) = — X7 &XP (5752‘) (3.41)
where p(A) was determined to satisfy
e ]
Pu(H) = [~ Po(H)p(8) dA (3.42)

so that to total field distribution in the sample is Lorentzian (Eqn. 3.40).

To obtain the zero-field muon spin relaxation function in a dilute alloy, GXT(¢t) of

Eqn. 3.31 s integrated over the probability of being at a muon site with a A, i.e.
G(t.av) = [ GET(t,5,0)p(A) dA (3.43)
0
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Figure 3.10: Zero-field longitudinal relaxation functions assuming a Lorentzian dis-
tribution of fields about the muon for different relaxation rates v.

which is also called the spin-glass (SG) muon spin relaxation function as it was devel-
oped to model uSR spectra of dilute-alloy spin-glasses. Fig. 3.10 shows some typical

lineshapes for different values of relaxation rate v.

The static case, v = 0 becomes
1 2
GEi(t) = 3 + §(1 — at) exp(—at) (3.44)

as originally derived by Kubo([75].

Calculations of GXT(t,A,v) and G3€(t, A,v) are involved and require a large
amount of computation time. In fact, one does not find any examples of the full
formalism being used to fit data anywhere in the literature. The closest attempt has
been modeling the muon behavior with Monte Carlo simulations and extrapolating

the results to experimental spectra[76].
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. In general, uSR spectra are characterized with a so-called dynamical Kubo-Toyabe

relaxation (product) function[74] which is simple to compute

Gz(t) = Gs(t) x Gd(t) (3.45)

G,(t) = % + %{1 — (At)*}exp (_ (At)a)

47
Galt) = exp[—(At)]

The K-T minimum is defined by a@ = 1 for a Lorentzian lineshape and a = 2 for a
Gaussian one in G,(t). The fluctuating local field which leads to muon spin depo-

larization at a rate A\(T) is described by G4(t). M(T) is an effective 1/T} spin-lattice

@
G, (V)

6,(V

Figure 3.11: Zero-field longitudinal relaxation functions calculated using the dynamic
‘ Kubo-Toyabe formalism (0O) and fitted with the product function, Eqn. 3.46 (solid lines).
Note the misfit for values of A/A = 0.5 and 1.0.

-
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relaxation rate.

Since the bulk of the uSR literature is devoted to the study of magnetic systems([92]
where there is a clear distinction between static effects in early time channels and
dynamic effects in later time channels, Eqn. 3.45 correctly describes these uSR spectra,
and the numerically intensive calculations required to fit spectra with the full dynamic

Gaussian Kubo-Toyabe or spin-glass function, can be avoided.

For materials with a high concentration of magnetic moments, the product function
may no longer be adequate. This is shown in Fig. 3.11, where various values of
(A =v)/A are plotted. Lineshapes from the correct dynamic Kubo-Toyabe function
for a Gaussian distribution of fields are fitted with the product function where a = 2.
At intermediate values of A/ the product function cannot correctly describe the
lineshape of a uSR spectrum of a material with strong static and dynamic signals.
An attempt to deal with this difficulty (incorrectly) in the uSR literature is to fit the
value of a (between 1 and 2) for the static signal, and use a stretched exponential
function G4(t) = exp[—(At)?] to describe the dynamic signal. This will fit spectra,
however, values of A may be adversely affected. Changes in fitted values of « and 3
over a temperature scan with uSR spectra of a sample will sometimes be interpreted
in terms of two distinct populations of slow moments and fast moments in the sample,
an attempt to justify use of the product function(74, 92]. Values of a which are not
1 or 2, and 3 # 1 are simply signs that the full dynamic Kubo-Toyabe or spin-glass

function are necessary to fit the lineshape of the uSR spectrum.
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Chapter 4

Results and Discussion

The goal of this research is to examine materials with static and dynamic disorder,
and identify the spectral signatures of these properties. To begin with, it is neces-
sary to establish the effects of static disorder on transmission Mossbauer and selective
excitation double Mdssbauer (SEDM) spectra. With this knowledge, SEDM can be
used to determine if magnetic relaxation is happening in a material whose transmis-
sion Mossbauer spectra show spectral characteristics which can be modeled in terms
of dynamic phenomena. Once dvnamic magnetic behavior has been unambiguously
identified with SEDM, zero field muon spin relaxation (ZF-uSR) can be used to si-
multaneously identify the static and dynamic properties of some magnetic materials
that experience both time-independent and time-dependent magnetic disorder. Trans-
mission Mdéssbauer spectroscopy can then be used to measure the static disorder of
the material while SEDM spectroscopy will establish the magnetic properties of the

dynamic disorder measured with ZF-uSR.

4.1 Static disorder
4.1.1 Amorphous alloy

To establish the effects of static disorder on MGssbauer spectra, a-FeggBog was studied.

This alloy was prepared by arc melting the appropriate ratio of pure elements under
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IS -0.055+0.002 mm/s
IS-Bh; 0.0050-£0.0009 mm/s/T
r 0.218+0.005 mm/s
absorption 9.4610.08 %
baseline 6.1755x10°+218 counts
R25 2.184+0.02

By peak 25.5£0.2 T

By width, left 3.51£0.02 T

By,; width, right 3.2740.05 T

Table 4.1: Asymmetric Gaussian distribution of B,; for amorphous materials fit
results. IS = isomer shift, IS-B,; = field correlated isomer shift.

Ti-gettered argon and then melt spinning under a partial pressure of helium onto
a copper wheel at 530 m/s. Absence of crystallinity was confirmed using Cu K, x-
ray diffraction. Thermogravimetric analysis determined a Curie temperature (T¢) of

658 K. The spectrum was collected at 290 K, which is 0.45 T¢.

Fig. 4.1 shows the transmission spectrum fitted with an asymmetric Gaussian
hyperfine field distribution, P(Bys). Table 4.1 lists the fit results. The transmission
spectrum exhibits the usual broadened six-line pattern of a metallic glass with a
broad hyperfine field distribution. The computed static distribution of hyperfine fields

(which is almost a symmetric Gaussian) properly describes the a-FeggBog.

Collecting a SEDM spectrum while driving line #1 of the a-FeggByy provided a
strong indication that selective population of the m, = —:3.,- sublevel was happening.
With the largest cross-section, driving line #1 provides the strongest signal (notice
the larger intensity of line #1 in Fig. 4.2), and after approximately three days of
counting, a single line spectrum resulted. The line position of the SEDM spectrum is
in perfect agreement with the line #1 energy of the transmission spectrum (Fig. 4.2)
where the appearance of a single line agrees with the selection rules. The effects
of static disorder on a SEDM spectrum are clear: the selection rules for a static
magnetic hyperfine field, where pumping the m, = —% excited state results in decay

to the my = —% ground state, are followed. In effect, FeggBog is exhibiting the same
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Figure 4.1: A transmission spectrum of a-Feg;B3¢ at 290 K fit using an asymmetric
Gaussian P(B,;) hyperfine field distribution.
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Figure 4.2: Transmission Massbauer spectrum of FegoB-g and SEDM spectra when
lines #1 and #2 are driven (pump energies indicated by the 1).

magnetic behavior as a-Fe.

Further evidence that a static field is being probed by SEDM is given by driving
line #2. This establishes that selective population of a nuclear sublevel is indeed
occurring in the disordered alloy. Population of the m, = —,f, state results in de-
excitations to the my = —1 and m, = +1 states, i.e. pumping line #2 results in a
spectrum with lines #2 and #4, as shown in Fig. 4.2. The appearance of lines #2 and
#4 are in agreement with the selection rules, and with a smaller nuclear cross-section,
line #2 has a smaller intensity than line #1 (compare the intensities of the two SEDM

spectra in Fig. 4.2). Additionally, since the line #4 nuclear cross-section is smaller
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than the line #2 nuclear cross-section, line #4 has the smallest intensity.

The striking difference between the SEDM spectra of a-Fe and the a-FeggByg is
that the lines are much broader (cf. Fig. 2.18). The broad lines can be fitted assuming
the same P(Byy) determined from the transmission spectrum (Fig. 4.2). From the
distribution of hyperfine fields, a range of energies for the m, = —% - me = —%
transition is pumped by the source during the SEDM experiment (unlike the single
transition driven in a-Fe). 'y = 0.120 £+ 0.001 mm/s and P(Bjyy) correctly predict
the SEDM lineshapes with fitted linewidths of 0.165+0.002 mm/s, that includes the
CED energy resolution, describing the energy distribution of scattered radiation from
the sample. Compare the narrower SEDM linewidths to those from the individually
fitted lines of the transmission spectrum of a-FegoBog; line #1 gives 0.71+0.02 mm/s

and line #2 0.39+0.01 mm/s.

The smaller linewidths of the SEDM fits indicate that only part of the hyperfine
field distribution is being probed by the SEDM experiment, a consequence of the
narrow source linewidth that is driving a small fraction of the energies corresponding
to the line #1 transition. This is direct evidence that static disorder can be detected
using SEDM spectroscopy. These are the first SEDM results on a magnetic material
with static disorder, and strengthens the validity of using a distribution of hyperfine

fields to describe the magnetic environments in such a material.

4.1.2 Chemically disordered alloy

The physical description of an amorphous alloy exhibiting a distribution of local mag-
netic environments for each Mdssbauer atom is clearly applicable when represent-
ing an amorphous alloy system like a-FeggByg. Invar, FegsNiss, is an example of a
magnetic system where the physical interpretation of Mossbauer spectra is not so

clear-cut[11, 12, 13, 14].

A FegsNizs sample was made by arc melting appropriate ratios of pure elements

under Ti-gettered argon and then melt spun under a partial pressure of helium onto
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Temp 295 K 395 K 498 K

r 0.149+0.006 mm/s 0.136+0.009 mm/s 0.132+0.001 mm/s
R25 1.96+0.06 1.87+0.09 2.00

IS -0.09+0.02 mm/s -0.07+0.02 mm/s -0.146+0.005 mm/s
IS-Bys | 0.0028::0.0006 mm/s/T | 0.00137:£0.0009 mm/s/T | 0.0029:£0.0006 mm/s/T
(Bhns) 232 T 17.7 T 82T

Table 4.2: Some fit results of the FegsNizs using Window’s method.

a stainless-steel wheel at 30 m/s. X-ray diffraction spectra displayed the expected
crystalline peaks and thermogravimetric analysis determined a Curie temperature of
499 K[77]. Some FegsNizs ribbon was annealed at 800 K for an hour and the expected

five degree increase in the Curie temperature was observed[12].

Transmission Mdssbauer spectra were collected and assuming a distribution of
environments, were fit using Window’s method (Eqn. 3.1). Examples of some of the
spectra and the P(By) used to fit them are shown in Figs. 4.3, 4.4 and 4.5 with fit

results in Table 4.2.

SEDM spectra obtained while driving line #1 of FegsNis5 show a single broadened
line at all temperatures examined (Fig. 4.7). These SEDM lineshape posses the same
characteristics as the a-FeggByg SEDM spectra. Driving the my =

1 — 3
—5—)777.3—'—;.;

transition (line #1) results in only a decay via the m, = —% - my = -% transition
(again line #1). The SEDM spectra of FegsNiss are consistently fitted with the same
P(Byy) distribution model as was applied to the a-FeggByo alloy (Eqn. 3.16), using
the P(Bsy) determined from the transmission Mdssbauer spectra of FegsNiss fits with
Window’s method. Fitted parameters were just the SEDM pump line intensity (line
#1) and the linewidth of the SEDM spectra that characterizes the CED and lifetime
of the Mdssbauer atom’s excited state (I' = 0.167 £ 0.005 mm/s), consistent with
the a-FeggByg fits. P(Bys) from the transmission Mdssbauer spectra fits once again

correctly predict the SEDM lineshape.

The transmission Mdssbauer spectra of the FegsNijs spectra can be equally well fit
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Figure 4.3: Transmission spectrum with a Window fit P(Bys) of FegsNiss at 295 K.



1.530
-~ 1.525
©
=)
Z1.520
|
=1.515
=
o
©1.510
1.505
Velocity (mm/s)
60 o o -
50 |- a A
7 3
2 40— Cln ° .
— 30 o o -
Sy
= a"
8 20r : a 7
a e
10 gc a’
:|Un 3
0 u i i 1 1 L 1 ] ]
0 8 16 24
Bt

Figure 4.4: Transmission spectrum with a Window fit P(B;;) of FegsNizs at 395 K.
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Figure 4.5: Transmission spectrum with a Window fit P(Byy) of FegsNi3s at 498 K.
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assuming a single, time-dependent magnetic environment around Méssbauer atoms[14].
Using a simple Blume-Tjon model (Eqn. 3.2) with a magnetization vector characteriz-
ing the magnetic moment orientation (i.e. two asymmetric potential barriers describe
the 0° and 180° moment orientations), we can fit the Fegs;Nizs transmission Mdssbauer
spectra. Spectra and fits are shown in Fig. 4.6 with fitted results in Table 4.3. A su-
permoment fluctuation rate (bottom of Fig. 4.6) describes the moment flips between
the two uniaxial directions by R and the magnetization is defined as M = Hyn (see
Eqn. 3.2). Field and linewidth were determined from room temperature spectra and
kept fixed for all other temperatures to remove possible cross-correlations between

these parameters and the relaxation rate.

Fluctuation rates from these fits should, in principle, also describe the SEDM
spectrum of the same temperature. With (B,s) and isomer shift from the field dis-
tribution fits of the FegsNiss spectra, we can fit the SEDM spectra using Eqn. 3.21.
From the large fluctuation rates at high temperatures, a strong peak from the m, =
+% - mg = +:§_— transition, due to a moment flip during the Larmor precession time of
the excited nucleus, should be present. However, the 496 K (0.99T¢) spectrum shown
at the bottom of Fig. 4.7 clearly demonstrates that the relaxation rate derived from
the transmission fit is far too high. Fluctuation rates derived from the SEDM spec-
tra using Eqn. 3.21 for some of the temperatures investigated are shown in Fig. 4.8.

If relaxation effects are present, they cannot be happening at rates any faster then

0+0.1 MHz at 496 K (0.99T¢).

Temp 295 K 395 K 498 K

r 0.244+0.007 mm/s 0.244 mm/s 0.244 mm/s
IS -0.0137+0.005 mm/s | -0.049+0.007 mm/s | -0.121+0.009
Byy 312402 T 312 T 312 T

M 27+1 T 204405 T 8.9+03 T
v 150+5 MHz 176+4 MHz 283+8 MHz

Table 4.3: Some fit results of the FegsNizs using a Blume-Tjon relaxation model.
R25 = 2.
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Figure 4.6: Top: Transmission spectra of Feg;Niss fit using a Blume-Tjon relaxation
model. Bottom: Logarithm of the supermoment fluctuation rate as a function of recip-
rocal temperature from transmission Mdéssbauer spectra fits. Values from Rancourt et
al.[14] for comparison.
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Figure 4.7: Transmission Méssbauer spectra of FegsNi3; (top) obtained at indicated
temperatures fit using a distribution of hyperfine fields and SEDM spectra of line #1
(bottom). Similar results were obtained by Price and Stewart[31] on FegsNis, at 295 K.

Although transmission Mdssbauer spectra of FegsNizs were open to interpretation
as to the physical origin of the lineshape (i.e. static disorder or magnetic relaxation),
SEDM has clearly shown that magnetic relaxation is not occurring in FegsNizs at all
temperatures up to 0.99Tc. This is a clear display of the power of the SEDM tech-
nique: it provides unambiguous spectral signatures for static and dynamic magnetic
phenomena. This is the first incontrovertible experimental evidence that FegsNiss is

a magnetic material with a continuum of static magnetic fields.
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Figure 4.8: Supermoment fluctuation rate as a function of reciprocal temperature
from transmission Mossbauer spectra fits. Values from Rancourt et al.[14] for com-
parison. Estimates of the fluctuation rates from SEDM data are plotted, displaying
discrepancy with transmission fit results.

4.2 Magnetic fine particle systems

It is now necessary to collect SEDM spectra of a material which is undergoing magnetic
relaxation. The spectral characteristics that are provided by the relaxation model of
Eqn. 3.21 need to be confirmed. A single domain particle, when superparamagnetic,
is known to undergo a spin flip. Magnetic fine particle systems are composed of
single domain particles, so SEDM spectra of this sort of system should provide the
necessary evidence of magnetic relaxation. A ferrofluid is a convenient magnetic fine
particle system, so the next step in our investigation of dynamic magnetic disorder is
to measure superparamagnetic relaxation in a ferrofluid with transmission Mdssbauer

and SEDM spectroscopy. While trying to fit transmission Mdssbauer spectra of the
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ferrofluids, it was discovered that the lineshape problem has not been adequately
solved. The difficulty was overcome, as described in Sec. 3.1, and a third magnetic
fine particle system, a polysaccharide iron complex (a ferritin biomimic) was examined

with transmission Mdssbauer spectroscopy as an additional test sample for the model.

Transmission Mossbauer studies

The magnetic fine particle systems that were examined were two commercial Fe;04
ferrofluids[34] and an akaganéite (3-Fe*3O(OH)) based polysaccharide-iron complex
(PIC) called Niferex[49]. The manufacturer supplied the ferrofluids with particle size
distributions determined by electron microscopy that gave In(op) = 0.225 for the
6.0 nm ferrofluid and In(op) = 0.2 for the 4.5 nm ferrofluid. The PIC is a ferritin
biomimic and is reported to have a mean particle size of 6.5 nm[38]. In(cp) = 0.3
was chosen, in agreement with previous studies[58], and allowed for consistent fits
to the spectra. AC susceptibility (x..) data were collected using a Quantum Design
Physical Properties Measurement System at temperatures from 2.5 K to 300 K with
driving frequencies of 10, 100, 1 kHz and 10 kHz. An exponential dependence of the
blocking temperature as a function of driving frequency was demonstrated and used
to extrapolate blocking temperatures relevant to the Mdssbauer effect measurement

time of 1078 s.

The ferrofluid samples were left at room temperature for six months to determine
if any changes in contents would occur. The 4.5 nm ferrofluid particles remained
unaffected, but the 6.0 nm ferrofluid had aged in some manner that caused visible
clumping. Méssbauer and x,. data were collected for this 6.0 nm aged ferrofiuid to

examine variations in its magnetic properties.

Xac VS. T for the Fe;O4 ferrofluids is shown in Fig. 4.9 for various measuring
frequencies. Similar results were obtained with the PIC. For a given frequency, x.(T)
exhibits a maximum at Tg when the superparamagnetic moment flip rate coincides

with the driving frequency of the measurement. The broad peak in x,. reflects the
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Figure 4.9: Thermal variation of y,. vs frequency for the Fe;O, ferrofluids. This
behavior scaled with the saturation magnetization established for each sample, ensuring
that these results exhibit the magnetic behavior of the iron in the particles. Note the
substantial reduction in signal caused by aging of the 6 nm sample. Driving frequencies
of 10, 100, 1 kHz and 10 kHz were used to demonstrate an exponential dependence of
the blocking temperature as a function of driving frequency. With this trend, blocking
temperatures relevant to the Mdssbauer effect measurement time of 10~% s could be
extrapolated.

distribution of particle sizes in the ferrofluids. The lower Tpg for the smaller mean
particle sized ferrofluid is expected. Smaller particles will reside in shallower potential
wells, i.e. KV will be smaller, and will unblock at a lower temperature. This is
consistent with recent x,. measurements on Fe3;04[63]. Data for the aged 6.0 nm
ferrofluid exhibit a substantial reduction in amplitude and a shift in Tg to lower
temperatures. Experimental results[60] and Monte Carlo simulations[61] indicate that
increasing interparticle interaction strength causes a lowering of Tg and a strong

suppression of x... In addition, the frequency dependence of Tg is reduced. Thus
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Figure 4.10: Plots of T versus measurement frequency for the x,. measurements
and Madossbauer many-level model. Notice the poor agreement of the equal area criteria,
especially for the PIC.

the aging-induced changes in the 6.0 nm ferrofiuid are fully consistent with increased

interparticle interactions associated with the visible clumping that had occurred.

The variation of Tg with measurement frequency for the x,. data is shown in
Fig. 4.10, where the exponential behavior is clear in this log-linear plot. Failure of the
equal area definition for Tp is also clearly demonstrated, most conspicuously by the
PIC, with a factor of six over estimate of Tg. The full range of magnetic behavior
(static moments, collective excitation, and superparamagnetism) is present at inter-
mediate temperatures (such as Tg). The PIC sample, with the widest distribution of
particle sizes, provides the strongest signals from static moments and collective exci-
tations, so is an ideal test for the multi-level model. For the PIC, our model correctly

describes the large spectral contribution of static moments and collective excitations
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as well as the small superparamagnetic component of the particle size distribution at
Tg. This ensures consistent fits of the PIC through the whole temperature range,
and, for the PIC, as well as the ferrofluid samples, provides excellent agreement with

the xq. results.

Maossbauer spectra collected for the different samples are shown in Fig. 4.11 - the
4.5 nm ferrofluid, Fig. 4.12 - the 6.0 nm as-received ferrofiuid, Fig. 4.13 - the 6.0 nm
aged ferrofluid and Fig. 4.14 - the PIC. For the ferrofluids, once the carrier liquid has
frozen at around 200 K, the easy axis of each particle is frozen in a random direction.
The PIC is a powder sample ensuring a random orientation for the easy axes of the
particles at any temperature. The freezing conditions for the ferrofluids and powder
form of the PIC ensures that the magnetization orientation of all single domain parti-
cles is completely isotropic in space (R25=2). For all samples at high temperatures a
collapsed lineshape with essentially zero hyperfine field is observed. All of the samples
are superparamagnetic and are above Tpg at this point. On cooling, the flip rates of
largest particles slow first and a sextet component develops in the spectra. Next, the
moment flip rates of smaller particles slow and a broad sextet becomes more distinct
with line asvmmetry from collective excitations appearing. Finally, at the lowest tem-
peratures, less line asymmetry from collective excitations occurs as moments become
fully blocked. The coexistence of sextet and central components in the spectra over
a large range of temperatures is unique to magnetic fine particle systems. The area
ratio of sextet and collapsed components over a wide temperature range is unlike the
swift collapse within a small temperature range seen in paramagnetic to ferromagnetic

phase transitions [4].

25 levels were used in our model (Sec. 3.1) to fit the ferrofluid spectra and 36
levels for the PIC. Fewer levels would not describe the spectra consistently for all
temperatures and more levels simply increased the computation time for least-squares
fits. Table 4.4 contains some of the fitted parameters for the spectra. The hyperfine
field was a fitted parameter for low temperature spectra. As relaxation effects became

dominant, the field was fixed at 50 T to reduce the effects of correlations between
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Figure 4.11: Méssbauer spectra of the 4.5 nm Fe;0; ferrofluid.
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Figure 4.12: Méssbauer spectra of the 6.0 nm Fe;0, ferrofluid.
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Figure 4.13: Massbauer spectra of the aged 6.0 nm Fe30; ferrofluid.
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Figure 4.14: Ma@assbauer spectra of the polysaccharide iron complex (PIC). Our
present model cannot predict the quadrapole doublet in the PIC and begins to fail
around 30 K.
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Sample [ (mm/s) Bus(T) | K(x10°J/m®) | Tg (K)

4.5 nm ferrofluid 0.444+0.02 | 50.02%0.06 3.0+0.1 30+5

6.0 nm as-received ferrofluid | 0.40+£0.02 | 50.04+0.08 2.440.2 35+5
6.0 nm aged ferrofluid 0.409+0.006 | 50.1+0.2 1.9+0.2 305
PIC 0.339+0.008 | 49.9910.06 1.1+0.2 102

Table 4.4: Summary of the fitted parameters, ', B,y and K for the samples examined
with our multiple-level model. Tg is established when vy > 0 (see Fig. 4.15).

hyperfine field, linewidth and relaxation rate.

The validity of our description is clearly visible in Figs. 4.11, 4.12 and 4.13. The
model is able to reproduce the lineshape of the samples at all temperatures with small
variations in the linewidth (') and K. A consistent I when fitting using any magnetic
relaxation formalism is crucial. Line broadening in a spectrum should be reflected
by an increase in v and not incorrectly compensated for by . The paramagnetic
spectrum of the akaganéite in the PIC exhibits a significant quadrapole splitting that
cannot readily be included in our model. As a result, we were unable to fit the PIC
spectra above 30 K (Fig. 4.14). The model correctly tracks the area of the central
component with a singlet, but is simply unable to provide a doublet. Our present
formalism assumes that the nuclear Hamiltonian that is fluctuating from moment
oscillations commutes with itself at different times. To properly predict the lineshape
of the PIC, a much more complex formalism needs to be devised that involves Liouville
superoperators for solving the combined stochastic-quantum mechanical problem[62].

We did not fit PIC spectra above 30 K due to this shortcoming.

Fitted values for vy and K are shown in Fig. 4.13, and extrapolated 180° mo-
ment flip rates in Fig. 4.16. Values of K are in agreement with similar magnetic fine
particle systems[51, 52, 53] and PIC[58]. The lower value for K in the as-received
6.0 nm ferrofluid with respect to the 4.5 nm ferrofluid indicates stronger interpar-
ticle interactions[4, 46]. In general, stronger interparticle interactions are expected

in systems with broader particle size distributions. The variation in K between the
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Figure 4.15: Plots of the pre-exponential factor of the relaxation time v, and the
anisotropy energy K. Tp is the point where v, > 0.

4.5 nm and 6.0 nm ferrofluid is compatible with this analysis. A lowered K and Tp
for the 6.0 nm aged ferrofluid when compared to the 6.0 nm as-received ferrofluid
is also consistent with stronger interparticle interactions, in agreement with our x,.

measurements.

The temperature at which superparamagnetic relaxation began to occur, i.e. when
v > 0, established Ty for the Mossbauer spectra and is listed in Table 4.4 for the
various samples. Comparison of these values with our y,. data, shown in Fig. 4.10,
clearly demonstrates that Tp derived from our model of the Mdssbauer spectra is

fully consistent with other probes of magnetic relaxation. Effects of interparticle
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interactions are again evident with the lowered value of Tp for the aged 6.0 nm

ferrofluid compared to the as-received 6.0 nm ferrofluid(3].

Since vy x 1/V M,[64], and M, has been shown to exhibit a weak temperature
dependence([4, 65], the often used assumption of a constant 4[65] is not strictly valid.
We therefore treated v, as a fitted parameter, however, 1y remained reasonably con-
stant for a given sample across the range of temperatures, as shown in Fig. 4.15.
A lower vy for the 4.5 nm ferrofluid compared with the 6.0 nm ferrofluid is consis-
tent with an increased M, for smaller particles[60]. The slight reduction in v for

the 6.0 nm ferrofluid on aging is consistent with an increase in M, with interparticle

interactions[50][60].

100 T T T T T T T
80 s 4
. \
—~ 60 - 3 . —
N
: /
] ' :
> 40t Ay B
20 ¢ 6.0 nm ferrofluid _
6.0 nm aged ferrofluid
, 4.5 nm ferrofluid
A PIC
A ‘A 1 L 1 L [ L 1
058 3 Y 80 120 160 200

Temperature (K)

Figure 4.16: 180° moment flip relaxation rates determined from the many state model
(normalized with respect to the log-normal size distribution). The expected gradual
increase of flip rate with temperature for a superparamagnetic system is present.
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The average moment flip rates for the spectra are plotted as a function of temper-
ature in Fig. 4.16. The usual decrease of » with temperature is observed, typical of
magnetic relaxation. An increase of v with stronger interparticle interactions between
the 6.0 as-received and 6.0 aged ferrofluid is consistent with previous magnetization

and x,. studies(4, 46].

The multi-level transmission Mdéssbauer spectra model indicates that at interme-
diate temperatures around Tp, superparamagnetic moment flips are present in the
fine particle systems. The particles that have superparamagnetic moments should
provide the SEDM spectral signature of magnetic relaxation that we were looking for
(but did not see due to the static magnetism) in the FegsNizs alloy. The temperatures
at which the absorption sextet is well resolved in the transmission Mossbauer spectra
has been established. At these temperatures it is possible to drive a specific energy

transition, and SEDM spectra can be collected.

4.2.1 Selective excitation double Mossbauer studies

SEDM spectroscopy was used to study spin dynamics in the 4.5 nm and 6.0 nm Fe;O,
ferrofluids. The left-most line in the spectrum was pumped as it has the largest
absorption cross-section, thus maximizing the signal and reducing collection times.
Typical counting times were 20 days and data are shown in Figs. 4.17 and 4.18 for

the 4.5 nm and 6.0 nm ferrofluids, respectively.

With the left-most line (line #1, my = — — m, = -3 transition) driven, the
me = —% sublevel was selectively populated. In a static magnetic environment, the
radiation is re-emitted when the excited Mdssbauer nucleus decays, to the m, = --;—
ground state. This has been confirmed with a-Fe, a-FeggBog, and FegsNizs. The low
temperature transmission Mdssbauer spectra of the ferrofluids (e.g. 12 K and 20 K in
Figs. 4.11 and 4.12) fit with the multi-level model were consistent with static disorder.
The 20 K SEDM spectra of the ferrofluids (Figs. 4.17 and 4.18) are consistent with

the analysis of the low temperature transmission Mdssbauer spectra. A single line in
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Figure 4.17: SEDM spectra of a 4.5 nm Fe;0, ferrofluid. At each temperature,
the pump energy was centered on the line at the left. The appearance of the peak at
positive velocities indicates the onset of superparamagnetic moment reversals.

the SEDM spectra, at the pump energy, with a linewidth that is greater than that for

a-Fe (Fig. 4.19 and 4.20) is the signature of static disorder, as we have measured in

a- Fegg 820 .

Collective magnetic excitations, which according to the multi-level transmission
Méssbauer spectra model, occur at temperatures below Tg, affect the SEDM spectra
of the ferrofluids in a new way. A further increase of linewidth for the observed line
#1 transition occurs in Figs. 4.17 and 4.18, as shown in the fit results in Figs. 4.19

and 4.20. This linewidth broadening happens above 25 K for the 4.5 nm ferrofluid
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Figure 4.18: SEDM spectra of a 6.0 nm Fe;O; ferrofluid. At each temperature, the
pump energy was centered on the line at the left. The appearance of the peak at
positive velocities indicates the onset of superparamagnetic moment reversals.

and 30 K in the 6.0 nm ferrofluid. If the line broadening of the spectrum at each
temperature (where only line #1 is present) is treated as occurring simply from static
disorder (i.e. using Eqn. 3.16), fitted linewidths of ' = 0.20 + 0.01 mm/s for the
4.5 nm ferrofluid, and ' = 0.215 + 0.005 mm/s for the 6.0 nm ferrofluid, result. This
is in striking conflict with the I' = 0.165 £+ 0.002 mm/s of the a-FegyBy alloy and
[ = 0.167 &+ 0.005 mm/s for the FegsNi3s alloy which were completely characterized
by a distribution of hyperfine fields. The fitted I'’s of the ferrofluids, assuming static
disorder, are much too large to simply describe the lifetime of the Mdssbauer nucleus
excited state and the CED linewidth. These results are consistent with Mgrup’s de-

scription of collective excitations{l], where motional narrowing creates an effective
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Figure 4.19: Results of fits to the data using two SEDM models. The dashed line
shows the linewidths obtained by SEDM on a-Fe. Relaxation rates show the onset of
superparamagnetic spin-flips above Tg=27+2 K for the 4.5 nm ferrofiuid.

time-independent hyperfine field. Collective excitations are the most likely candidate
for the observed line broadening that cannot be fitted assuming a simple static dis-
tribution of hyperfine fields. These are the first model-independent observations of

collective excitations.

Superparamagnetic spin-flips have the most dramatic effect: for the 4.5 nm fer-
rofluid (Fig. 4.17) a new line is clearly present at 30 K, and for the 6.0 nm ferrofluid
(Fig. 4.18) at 70 K a new line is distinct in the SEDM spectrum. These lines at
~ +8 mm/s, are due to the m, = +% — my = +% (line #6) transition, and are
present even though we have explicitly populated only the m, = —% excited state.
This is possible because when a spin flip occurs in a particle in which we have pumped

a nucleus into the m, = —% excited state, the field within that particle reverses,

104



E ok
- 0.1 o SEDM relaxation model
= A SEDM ferrofiluid model

0.045 20 40 60 80 100 120
Temperature (K)

é‘ 12 -

= 10 + -
g gl o SEDM relaxation model s
- e

(<4 6+ _ _
§ 4t -8 |
5 4 .

2 2F _a -
-] -

e 0O DT 20 = 60 80 100 120

Temperature (K)

Figure 4.20: Results of fits to the data using two SEDM models. The dashed line
shows the linewidths obtained by SEDM on a-Fe. Relaxation rates show the onset of
superparamagnetic spin-flips above Tg=54+3 K for the 6.0 nm ferrofluid.

the projection of I. onto that field changes sign, and the populated state becomes
m. = +3. This state then decays to give the line at ~ +8 mm/s. The observation of
a sharp line at ~ +8 mm/s indicates that the moment reversal is instantaneous on the
timescale of the SEDM measurement. The intensity ratio of the lines at ~ —8 mm/s
and ~ +8 mm/s is related to the probability that a spin flip occurs during the life-
time of the excited state and thus is a direct indication of the rate at which spin
flips are occurring. We must emphasize that no amount of static disorder can lead
to the appearance of line #6 in the spectra. It can only be caused by magnetization

reversals.

The superparamagnetic spin flips occur with increasing frequency above T 5. Block-

ing temperatures of Tg = 27+2 K for the 4.5 nm ferrofiuid and Tz = 54+ 3 K for the
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6.0 nm ferrofluid are extrapolated from linear fits to the SEDM relaxation rates using
Eqn. 3.21. These Tpg’s are in excellent agreement with transmission Mossbauer and
frequency dependent X, extrapolations of Tp (Fig. 4.10). However, the continued
increase in linewidth as the relaxation rate increases indicates that our model is too
simple. A correct description of the superparamagnetic processes should involve no

linewidth variations.

A distribution of relaxation rates for each moment size was used in the multi-level
relaxation model to fit the ferrofluid transmission M&ssbauer spectra (Sec. 4.2). Since
the transmission experiments are sensitive to moment flips that are about or above the
Larmor frequency and SEDM is sensitive to moment flip that are about or below the
Larmor frequency, relaxation rates from the transmission Méssbauer spectra multi-
level model within the time scale of the SEDM measurement can be used to fit the
SEDM spectra. These fits are shown in Figs. 4.19 and 4.20, and a more consistent

linewidth results.

SEDM spectroscopy on the 4.5 nm and 6.0 nm Fe;0, ferrofluids has provided the
spectral signature of moment flips that we have been searching for. The lineshape for
180° moment flips predicted by our SEDM model in Eqn. 3.21 has been experimentally
verified. Fits to the SEDM ferrofluid spectra provide the first model-independent
measurements of relaxation rates of single domain particles, and the first model-
independent measurement of collective excitation has been made. Agreement between
SEDM relaxation rates and transmission Mdssbauer spectra multi-level fits further

support our model in Sec. 3.1.

Additional insight into the spin dynamics of magnetic fine particle systems is pos-
sible using a different probe of the time-independent and time-dependent hyperfine
interactions. Such an experimental probe is provided by zero-field muon spin relax-
ation (ZF-uSR). With a measuring time that overlaps the Mdssbauer effect (Fig. 1.8),
comparison, for example, between relaxation rates extrapolated using the multi-level

transmission Mdssbauer spectra model and ZF-uSR results, can be made.
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Figure 4.21: Typical uSR spectra for PIC at 5 K. Inset shows the early time region
of the data where the static K-T minimum with fast relaxation is observed. Solid lines
are fits to functions described in the text.

4.2.2 Muon spin relaxation studies

Spin dynamics were examined with ZF-uSR in the ferritin analogue, an akaganéite
(3-Fe*3O(OH)) based polysaccharide-iron complex (PIC) called Niferex{49] With
a blocking temperature which was below the lowest temperature available with our
SEDM scattering closed cycle refrigeration system, the transmission Mdssbauer spec-
tra analysis of the PIC with the multi-level model, had not been tested. Moreover,

since the PIC was a powder, not a messy oil-based sample, no special sample holder

was necessary.

Typical uSR spectra for PIC are shown in Fig. 4.21. Magnetic fluctuations couple

to the muon spin and cause an exponential decay of the observed polarization. The
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inset shows that this exponential decay changes character at early times. A character-
istic K-T minimum is observed, indicating the presence of static magnetic order. As
PIC is a synthetic complex of akaganéite with a carbohydrate shell, and has an iron
content of approximately 50%[38] by weight, it is plausible to expect one contribu-
tion from the carbohydrate shell and another approximately equal contribution to be
due to the akaganéite. Muon depolarization from the static moments in the core will
result in a K-T lineshape. Stray field effects from the antiferromagnetic core should
be negligible, so the diamagnetic carbohydrate shell will have a small internal field
and muon depolarization from the shell should exhibit a temperature independent

relaxation.

We have fitted the PIC uSR spectra with the following lineshape:
A = Ao{¢Ga(A1) x G5(A) + (1 = ()Ga(A2)} (4.1)

where G, and G, are given in Eqn. 3.46, with 4y the initial instrumental detector
asymmetry, and ¢ the fraction of the two spectral components. Examining Fig. 4.21,
we see that this accurately models the spectral lineshape. A fitted ¢ = 0.53+0.03 is
in agreement with the weight ratio of the ferric and carbohydrate components of PIC.
Fit results are shown in Fig. 4.22. At the lowest temperatures, a large A indicates
blocked magnetic moments of the larger particles in the PIC. At 10 K, A begins to
decrease as these moments begin to unblock from thermal fluctuations that cause the
average static moment to decrease(80]. Above 10 K, a larger fraction of moments
begin to unblock until, by 20 K the small A indicates that all but the largest particles

have unblocked.

Spin dynamics at temperatures below 10 K consist of the particles in the PIC un-
dergoing collective excitations. These collective excitations result in the small values
of A; ~ 40 MHz. As the muon is sensitive to a wider range of measuring frequencies,
collective excitations that appear motionally narrowed during the ~ 10 MHz measur-
ing frequency of the Mdssbauer effect will exhibit dynamic behavior with uSR. This

behavior is due to the muons fluctuating along with the nearby moments undergoing
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Figure 4.22: Temperature dependence of the static (A) and dynamic (\) relaxation
rates in PIC. The decrease in A and increase in A\ indicate when moments begin to
unblock at Tg. Notice the similar ratio of moments undergoing collective excitations
(C.E.) and superparamagnetism (S.P.) from the Mdssbauer model and uSR (A/Ag)
results (inset to top plot) and agreement of relaxation rates from the uSR (0O) and
transmission Mdssbauer fits (A). The solid line is a guide to the eye.

collective excitations. The trend is direct confirmation of Merup’s collective excita-
tion model which assumes that the moment fluctuations are faster than the Mdssbauer
effect measuring frequency[l]. The effective range of hyperfine fields which was in-
dicated by line broadening in the SEDM results on the 4.5 nm and 6.0 nm Fe;O,
ferrofluid samples, that could not be fitted assuming simple static disorder, is also

evidence of collective excitations. These ZF-uSR results offer additional, indepen-
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Figure 4.23: Plots of Tg versus measurement frequency for the ZF-uSR. , y,. mea-
surements and Mossbauer multi-level model.
dent, confirmation of the presence of collective excitations in moments which are at

temperatures below Tp.

When particles begin to unblock at 10 K, a small decrease in the measured relax-
ation rate of the iron particles occurs. As the number of particles that are undergoing
superparamagnetic spin flips increases with temperature, the fraction of the depo-
larization from the superparamagnetic moments becomes larger than the component
from moments that are undergoing collective excitations. At ~ 15 K, more moments
are undergoing slow superparamagnetic relaxation then collective excitations, and a
small decrease in \; occurs. As more moments become superparamagnetic, \; in-
creases dramatically. The fitted relaxation rates are in good agreement with those
used to fit the transmission Madssbauer spectra (Fig. 4.22). The ratio of moments un-
dergoing collective excitations and those that are superparamagnetic in the particle

distribution determined from the uSR data (A/A¢ where Ay = A extrapolated to 0
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K) and transmission Méssbauer model are in good agreement (see inset to Fig. 4.22).

To compare blocking temperatures between X,., transmission Mdssbauer and SR
results it is necessary to establish the measuring time of the muon when moments begin
to unblock. First we must assume some sort of formulation for the time-dependent

perturbations of muons. The simplest description is given by Fermi’s Golden Rule[80]
W = (7,Bnp)2J (w) (4.2)

where W is the transition probability between two spin states (remember the muon
is a spin % particle) and w = v, Bny = A/27w. We assume that the spectral density of
muon fluctuations, J(w), follows a simple Lorentzian form, i.e.

T/
Jw) = 1 + w?r?

(4.3)
where 7, is the measuring time of the muon. Since the dynamic range accessible
to uSR measurements is centered roughly on the inverse muon lifetime, 0.01 < A <
100us~!, and depends on the magnitude of the local field, we need to know what the
corresponding window of relaxation times is. As we are using G4(t) of Eqn. 3.46, the

fast fluctuation limit (e.g. where the full dynamic Kubo-Toyabe model is not needed

to describe SR spectra) is appropriate, and we have[80]

A
Tm = W (4.4)
For the PIC, 7, = 1.3+ 0.3 x 107% s at 10 K. This calculated 7, and Tp=101+2.5 K
are in excellent agreement with T g extrapolated from frequency dependent x,. results

and our multi-level transmission Mossbauer model, shown in Fig. 4.23.

Finally, the carbohydrate coating of the PIC results in a slow temperature inde-
pendent relaxation with A, = 0.58 +£0.02 MHz, which we believe to be consistent with

slow dipole moment fluctuations of muons in this coating.

These ZF-uSR results have provided further confirmation of the multi-level model

of transmission Mossbauer spectra for fine particle systems. The ratios of static to
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dynamic moments in the PIC derived from the transmission Mdssbauer spectra multi-
level fits and the uSR fits are in excellent agreement, more evidence that our descrip-
tion of magnetic behavior is correct. Superparamagnetic relaxation rates determined
with uSR are in excellent agreement with transmission Mdssbauer spectroscopy fits.
Further, model independent, confirmation of collective excitations has been provided
with uSR. The blocking temperature extrapolated with uSR, in agreement with our
Xac and multi-level transmission Md&ssbauer fits, is further evidence that the equal area
criteria of T g for transmission Mdssbauer spectra (which indicated a Tg = 60+ 5 K)
is a remarkably poor measure of Tg. This study of magnetic fine particle systems
is distinguished by the consistent analysis of static and dynamic magnetic behavior

using different experimental techniques.

4.3 Frustrated Magnets

We have examined systems which posses only static magnetic disorder or dynamic
magnetic disorder. Our next investigation of a disordered magnet will center on
a system that contains, simultaneously, both time-independent and time-dependent
disorder. Static and dynamic disorder occur in partially frustrated magnetic systems.
Exchange frustration occurs when the magnetic moments in a material experience con-
flicting interactions{20] due to the presence of both ferromagnetic and antiferromag-
netic exchange interactions. A ferromagnet posses simple ferromagnetic interactions
between magnetic moments. When a certain amount of antiferromagnetic interactions
are randomly introduced into a ferromagnetic system so that the average interaction
is zero (a state called complete frustration) the system becomes a spin-glass. A spin-
glass is characterized by random orientations of spins (zero magnetization) and very
slow dynamics. If a material contains both ferromagnetic and antiferromagnetic in-
teractions, but the bias is towards ferromagnetic interactions, the systems shows a
complicated magnetic behavior which sits between that of a ferromagnet and spin-

glass.
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Partially frustrated magnets undergo a transition at T¢ which marks the onset of
long-range ferromagnetic order from the high-temperature paramagnetic state. This
transition is readily observable with transmission Mo6ssbauer and pSR spectroscopy.
A second transition at T, denotes the freezing of the transverse degrees of freedom
of magnetic moments. This transverse spin freezing is easily measured with ZF-uSR,
however, although the effects on the average moment can be measured with trans-
mission Mdssbauer spectroscopy[22], a direct measure of the time-dependent effects
of the spin freezing on the hyperfine interactions is only possible with SEDM. Now
that we know how to identify static and dynamic magnetic behavior using trans-
mission Mdssbauer, SEDM and ZF-uSR spectroscopy, we apply these techniques to
the a-Fe;Zr oo, frustrated magnet system that simultaneously contains both time-

independent and time-dependent magnetic phenomena.

Spin dynamics were studied in the a-Fe;Zr -, system with SR and SEDM spec-
troscopy. Samples were prepared as 1-2 mm wide meter-length ribbons. Appropriate
amounts of pure elements were arc melted under Ti-gettered argon and then melt spun
in 40 kPa helium with a wheel speed of 55 m/s. Sample compositions were checked
by electron microprobe and found to be ~ 0.1 atomic % Fe-rich of nominal compo-
sition in all cases. Cu K, x-ray diffraction on a powder diffractometer, and room
temperature Mdssbauer spectroscopy were used to confirm the absence of crystalline
contamination. Basic characterization was carried out on a commercial extraction

magnetometer and T was found to be consistent with standard values [23].

The uSR data in Fig. 4.24 of Feq; 5Zrs 5 illustrate a primary strength of uSR: both
static and dynamic magnetic effects can be observed simultaneously and are suffi-
ciently well separated in the spectra so as to be readily distinguished with reliability.
In Fig. 4.24 the static K-T contribution is confined to the first 20 ns of the data while

the dynamic decay is spread over the remaining 5 us.

Since the a-Fe,-Zrgo—. system is both structurally disordered (i.e. glassy) and
magnetically disordered as a result of exchange frustration, a distribution of local

fields is expected. As a result, the functional form described by Eqn. 3.46 was used
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Figure 4.24: Typical uSR spectra for a-Feg; 5Zr3 s at 240 K (above T¢), 110 K (below
Tc but above T:,;) and 5 K (below T.,). Insets show the early time region of the data
where, for T<Tc, the static K-T minimum is observed. Solid lines are fits to functions
described in the text.
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to describe the depolarization of muons in the samples.

To fit the static (early time channels) component of the uSR spectra, at T¢,a =1
was used to describe the Lorentzian K-T functional form of the spectra. Within 30 K
of T¢, a Gaussian distribution of local fields, with a = 2, described the spectra. This
variation of a around T¢ indicates a change in the local moment distribution when
the collinear static order is established below T¢. The dynamic decay exhibited in
the later time channels of the spectra were consistently fitted with G4(t) of Eqn. 3.46,

an exponential decay of the asymmetry.

Fits of the dynamic relaxation rates (A) are shown for each alloy in Fig. 4.25. Aasa
function of temperature clearly shows the evolution of the system from a ferromagnetic
at r = 89 to a spin-glass at r = 93. T¢ is denoted by a clear cusp in A(T) that moves
down in temperature with increasing frustration. Simultaneously, a broad feature at
lower temperatures develops when £ > 90. This peak grows in amplitude and moves
to higher temperatures with increasing frustration (z), with the peak at T¢ merging
with this lower temperature feature as the system becomes a spin-glass at r = 93.
These results are in perfect agreement with both qualitative descriptions of transverse
spin freezing[22], and numerical simulations ([21], Fig. 1.7), where a broad noncritical

fluctuation peak at T, as the transverse spin components order is predicted.

The behavior of A as a function of temperature in Fig. 4.26 also show the progres-
sion from ferromagnet to spin-glass. For 90 > £ > 92 where transverse spin freezing
occurs, there is a break in the slope at which the lower temperature peak in A(T)
happens. Most importantly, A increases with cooling through T,,, indicating local
order must grow as transverse components of the spins freeze. This is another clear
sign that transverse spin freezing is happening. The existence of local ferromagnetic
order has been confirmed with neutron depolarization[86, 87] studies that show long

range ferromagnetic order is not lost below T,.

Transition temperatures derived from A(T) and A(T) are shown in Fig. 4.27. The

agreement between the static and dynamic uSR results and x,. data confirms that
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with increasing frustration.
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the onset of order at T¢ is being detected by the muon precession signal. A(T) and
A(T) both yield the same value for T;,[23], showing that the lower fluctuation peak is
associated with changes in the static order, as predicted by numerical simulations[21].
In all cases however, T, is much more easily defined by the peak in A that from a
change in the decay of A(T). This underlines the necessity of using a technique that

is simultaneously sensitive to both static and dynamic moment behavior.

Examining Fig. 4.27, comparison of applied-field transmission Méssbauer results(22
with ZF-uSR data, reveals that the applied-field results are suppressed in tempera-
ture with increasing frustration. This gap grows with increasing frustration. Onset
of spin freezing is clearly discernible in the Mdssbauer data, so it is unlikely that

this T, difference is due to misinterpretation of Mdssbauer results. This gap grows
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larger with increasing frustration, the effect becoming most severe in the system at
the critical concentration of z = 93 (where T¢ and Ty merge in the uSR data) with
the applied-field Méssbauer data showing a 40% decrease in T, with respect to the
ZF-uSR result. This trend exhibits a suppression of transverse spin freezing with an
applied field and has been confirmed with longitudinal field uSR measurements on

Fegg Zl‘s [88] .

The ZF-uSR results indicate a clear moment fluctuation peak at T,,. Transmission
Mossbauer spectra do not provide clear evidence of these spin fluctuations as the
lineshape is dominated by the collinear, static disorder that begins below Tc[22]
(Fig. 4.28). With this static disorder, and the left-right symmetry of a transmission
Mossbauer spectrum, discerning the effects of magnetic fluctuations is problematic.
Now that the mark of spin flips on a SEDM spectra have been measured, as well as
the effects of static disorder, we can collect SEDM spectra of the a-Fe;Zr;go-. system
at temperatures (demonstrated by the ZF-uSR results) where transverse spin freezing

occurs.

The a-FegyZrg sample exhibited the most distinct fluctuation curve around T,
(Fig. 4.25) and was was studied with SEDM spectroscopy to examine spin dynamics
from spin freezing. Typical counting times were 14 days with the 2 GBq source and

the spectra are shown in Fig. 4.29.

The static disorder in the a-Feg,Zrg sample leads to broadened absorption lines,
shown in the low temperature transmission spectra of Fig. 4.28, and is correctly
described by an asymmetric distribution of hyperfine fields, P(Bsy). If the constant
velocity drive is set to an energy corresponding to the leftmost line in the 20 K
spectrum, then the my = —1 — m, = —3 (line #1) transition is driven and the
m, = —% excited state in the sample is populated. The selection rules will allow only
a single transition from this state into the m, = —% state to happen, and the excited
nucleus will return to the ground state with the same energy as the pump, resulting in

a single line at the pump energy. The static disorder leads to the re-emitted radiation

being a convolution between source linewidth and hyperfine field distribution[32, 33].
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Figure 4.29: SEDM spectra of Feg:Zrs. At each temperature the pump energy was
centered on the line at the left. The appearance of the peak at positive velocities
indicates the onset of moment reversals.

This is entirely consistent with our SEDM measurements of a-FeggB3¢ and FegsNiss
that were correctly described with a P(Bjs) measured from transmission Mossbauer
spectra. At 20 K, the SEDM spectrum shows no indications of magnetic relaxation,
and is properly fit using Eqn. 3.16 with P(Bjys) from the transmission Maossbauer
fits (Fig. 4.28). SEDM is not sensitive to dynamic magnetic effects at 20 K, unlike
ZF-uSR that measures a small relaxation rate for a-FegyZrg (Fig. 4.25) at 20 K due

to the muon’s wider range of measuring times (Fig. 1.8).

At 60 K, where moment fluctuations from transverse spin freezing are indicated
in the ZF-uSR results (Fig. 4.25), onset of magnetic fluctuations clearly impacts the
SEDM spectra (Fig. 4.29). A new line at ~ +3 mm/s is clearly present at 60 K.
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Solid line shows the Gaussian trend of the SEDM relaxation rate with temperature
while the dashed line shows similar Gaussian behavior of the fluctuation rate with
temperature measured by uSR. SEDM data driving line #1 denoted by A and driving
line #2 data by QO.

This line is due to the m, = +% - my = +% transition, even though only the
me = —% excited state was populated. The angular momentum vector describing
the precession of the Mossbauer nucleus in it’s initially populated m, = -% excited
state changes sign during the Larmor precession of the nucleus and decays via the
me = +3 — m, = +3 transition. This transition results in line #6 at ~ +3 mm/s.
No amount of static disorder can lead to the appearance of the additional line (line
#6). The appearance of the additional line is in perfect agreement with the SEDM

results of the Fe;O, ferrofluids, where moment flips from superparamagnetic relax-
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ation was identified by the appearance of the new line. The relative linewidths and
intensities of lines #1 and #6 are, for the a-FegyZrg, a measure of the convolution
of the probability of a moment reversal and the distribution of hyperfine fields. This
is a new condition for SEDM relaxation measurements, as magnetism in the Fe;0,

ferrofluids were completely dynamic in nature.

We are able to fit the a-Feg;Zrg SEDM spectra by using the model described by
Eqn. 3.21. The distribution of hyperfine fields (P(Bhy)), due to the collinear mag-
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Figure 4.31: SEDM spectra of the Feg:Zrs sample at 80 K when line #1 is pumped
(top) and line #2 is pumped (bottom). Pump energies denoted by 1.
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netic order established at temperatures below T¢, is measured from the transmission
Moéssbauer spectra (Fig. 4.28). Combined with this P(Bsy), a two-level magnetic
relaxation model characterized the SEDM spectra. Results of fits to the data are
shown in Fig. 4.30. With the source radiation and detector linewidth characterized
(Sec. 2.2), fitted linewidths of 0.10+0.01 mm/s are consistent with the lifetime of
the excited state of the Mdssbauer nucleus. Relaxation rates are in excellent agree-
ment with fluctuation rates determined from uSR measurements[23] and display the
same peak due to transverse spin freezing as T, is approached and then passed in

temperature.

Further confirmation of 180° moment flips due to the transverse spin freezing is
possible by examining another transition is the a-FegoZrs sample. With the next
largest nuclear cross-section, driving the line #2 transition (my = -1 — m, = —1)
offers the best possible signal for the collection time. In a static magnetic field,
pumping a Mdssbauer nucleus into the m, = —% excited state results in a decay into
the my = —1 and m, = +1 ground states: lines #2 and #4 appear in a SEDM
spectrum when line #2 has been driven. This situation has been measured in a-Fe
(Fig. 2.18) and a-FegoBy (Fig. 4.2). Examining the SEDM spectrum of a-FegyZrg
in Fig. 4.31 when line #2 is driven, we see that lines #2 and #4 appear. However,
from moment flips. lines #3 and #5 show as well. A reversal of the magnetization
direction during the m, = —1 excited state populates the m. = +3 excited state, and
decays into the m, = +1 and m, = —1 ground states. The fitted relaxation rate of
this SEDM spectrum is in excellent agreement with the ZF-uSR and previous SEDM

results.

ZF-uSR has provided clear evidence of two magnetic transitions in iron-rich a-
Fe-Zr alloys. These two transitions are observed in both the dynamic (A) and static
(A) behavior of the muon depolarization. Results are in perfect agreement with the
description of the ordering in terms of a ferromagnetic phase transition followed by
transverse spin freezing and the moment fluctuation peak predicted by numerical

simulations at T, has been observed. These SEDM results on the a-FegZrs system
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provide clear evidence of the ability of SEDM to explicitly separate static and dynamic
magnetic effects. The ZF-uSR results indicated the existence of both types of disor-
der, and SEDM spectra are completely characterized by a model which incorporates
the static disorder with a P(Bjs) measured from transmission Mdssbauer spectra and
a two-level relaxation model. Our SEDM results are in excellent agreement with the
ZF-uSR data. The SEDM spectra track the fluctuation rate temperature dependence
measured with ZF-uSR. Additionally, for the first time, the effects of transverse spin
freezing on the moments have been explicitly measured: transverse spin freezing causes
moments to undergo 180° flips. A possible origin could be that transverse spin fluc-
tuations create an effective RF-magnetic field which causes the moment reversals(89].
Furthermore, the SEDM data on a-Feg;Zrg provides more evidence that magnetic
relaxation, if present, would have been detected with SEDM in the chemically disor-
dered FegsNiss alloy since transmission Mdossbauer spectra of both materials are well

described with a distribution of hyperfine fields.
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Chapter 5

Conclusions

The zero-field experimental techniques of transmission MGdssbauer, selective excita-
tion double Méssbauer, and muon spin relaxation spectroscopy, have been used to
distinguish the effects of static and dynamic magnetic disorder. The spectral signa-
tures from static disorder, dynamic disorder, and both forms of magnetic disorder
have been established using these different techniques. Comparisons between these
experimental methods that have different time-sensitivities has provided a consistent

picture of the magnetism. The following are the primary achievements:

e We have constructed a selective excitation double Mdossbauer (SEDM) spec-
trometer using standard transmission Méssbauer equipment and a vibration-
free, drive mounted conversion electron detector (CED). The instrument pro-
vides easy tuning to the excitation energy of a nuclear sublevel in a sample for
the constant velocity drive. Radiation shielding and collimation are of simple
construction and have been readily customized for different experimental con-
ditions. The SEDM equipment has performed flawlessly for month-long runs,
establishing its long-term stability. A 1000-[16] to 5000-fold[17] improvement in
effective counting time when compared to previous experimental configurations

means that SEDM need no longer be a fringe technique.

e SEDM spectroscopy has been used to distinguish static and dynamic contribu-

tion to the spectral broadening observed in transmission Mdssbauer spectra.
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— Measurements of a-FeggBgo provide a clear example of the effects of static

disorder on transmission and SEDM spectra.

— An inhomogeneous distribution of hyperfine fields yields an accurate de-

scription of both a-FegoB,o transmission and SEDM spectra.

— The influence of chemical broadening in FegsNizs can be easily detected

with SEDM spectroscopy, and is fully consistent with transmission data.

— SEDM spectra of FegsNizs provide the first conclusive evidence that chem-
ical disorder is responsible for the line shapes of transmission spectra on

Fe-Ni Invar alloys.

— Comparison of static and dynamic fits to both transmission and SEDM
spectra of FegsNizs at temperatures up to 0.99T¢ allow us to rule out

relaxation as a significant source of spectral broadening in this system.

— Any time-dependent effects in FegsNizs which may be present are slower
than 0+0.1 MHz and make a negligible contribution to the spectral form.
These results rule out any possible magnetic relaxation at temperatures
up to and including those where relaxation is most likely to occur, at Tc.
This description is fully consistent with previous interpretations of Fe-Ni

Invar transmission spectra in terms of chemical disorder alone.

e A model of magnetic single-domain fine particle systems has been developed
that correctly predicts the behavior of transmission Mdssbauer spectra over the

complete range of temperatures.

— Applying this model to two ferrofluids and a polysaccharide iron complex,
we are able to extract consistent values of K (in the expected range of
10* J/m?3), determine the moment rotation rates from angles in the inter-
val of 0° to 180° (allowing us to compare our results with those of simpler
two-level models and collective excitations) and assess the blocking tem-

perature, Tpg.
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— Analysis of the transmission Mdssbauer spectra is in agreement with x,c
(Tg) and SEDM (v) results. For temperatures higher than T g, relaxation
rates used to describe the spectra fall in the typical time region of 7 =

1078 — 107 9.

— The trends exhibited for Tg, K, vy and v due to interparticle interactions
and differing particle sizes and surroundings are in agreement with previ-
ous experimental and theoretical work. Specifically, we have measured a
decreased K, T and vy, as well as an increased 180° moment flip rate (v),

in an aged Fe;O, ferrofluid due to an increase in interparticle interactions.

e Substantial improvements to SEDM methodology have allowed us to character-

ize the defining magnetic phenomena of a fine particle system.

— At the lowest temperatures, moments are frozen along their easy axes and
the material is easily described by a distribution of static magnetic fields

from, for example, chemical disorder and dipole interactions.

— Collective excitations appear at higher temperatures and lead to significant
temperature-dependent line broadening, which exceeds that predicted by

a static hyperfine field distribution.

— Clear evidence of moments undergoing a transition from collective excita-
tions to superparamagnetism is given by the SEDM spectra. The additional
line is the first unequivocal evidence that moments are undergoing simple
180° spin flips and that no other moment orientation process is responsible
for the superparamagnetic behavior of these particles. Furthermore, the

sharp lines indicate that the reversal is abrupt.

— Relaxation frequencies exhibit a gradual increase with temperature and are
in agreement with those used in our multi-level transmission Mdssbauer

spectra model.

— Relaxation rates were measured directly without appealing to models of

magnetic excitations (for the first time), and are not influenced by particle
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size distributions.

e Zero-field muon spin relaxation has been used to examine a magnetic fine particle

system.

— Static moments, collective excitations and superparamagnetic relaxation
rates have been clearly distinguished in the presence of a distribution of

particle sizes.

— The first direct measurement of collective excitation has indicated that the

fluctuation frequency is consistent with Mgrup’s model.

— The blocking temperature extrapolated from the ZF-uSR results is in ex-
cellent agreement with transmission Mossbauer fit results and x,. data.
Superparamagnetic relaxation rates are in agreement with those used in
our multi-level transmission Mdssbauer spectra model, confirming the va-

lidity of this description.

e Muon spin relaxation provides clear evidence of two, and only two, magnetic

transitions in iron-rich a-Fe-Zr alloys.
— The two transitions are observed in both the dynamic and static behavior
of the muon polarization decay.

— The results are in perfect agreement with the description of the ordering
in terms of a ferromagnetic phase transition followed by transverse spin

freezing.

— We have confirmed the peak in the fluctuations at T, predicted by nu-

merical simulations.

e SEDM spectra of FegyZrs have been collected at temperatures where the second

fluctuation peak at T, was observed with uSR.

— SEDM fluctuation rates are in excellent agreement with uSR data.
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— The fluctuations associated with transverse spin freezing around T, cause

moments to undergo a 180° change in their magnetization direction.

— The SEDM lineshape description that incorporates static ferromagnetic
disorder (established from transmission Mdssbauer spectra fits) with dy-

namic moment behavior properly describes the SEDM spectra.

— The a-Fe-Zr and Fe-Ni alloys are both disordered alloys, and the SEDM re-
sults on FegyZrg is further evidence that magnetic relaxation in the FegsNiss

system, if present, would have been explicitly measured with SEDM.

Directions for future work

As is usually the case during the course of scientific investigation, many questions
arose which would further advance understanding of the experimental methods used

and systems studied. In the following, we offer a short list of possible projects:

e Examine the so-called quantum tunneling of magnetization in ferritin[90] and
the macromolecule Feg[91] with SEDM. In these systems, at low temperatures
(below 1 K) resonant quantum tunneling of the magnetization occurs, resulting
in a 180° moment flip. This moment flip is supposed to occur at temperatures
well below which superparamagnetism can happen. With the same spectral
signature as shown by the FezO, ferrofluid at high temperatures, SEDM would
unambiguously measure the existence of these moment flips at these very low

temperatures.

e A radio-frequency SEDM spectrometer should be constructed. This would al-
low transitions between nuclear levels (like a nuclear magnetic resonance experi-
ment) to occur with known frequency in a sample which would normally exhibit

a static magnetic environment (e.g. a-Fe).

e Use applied-field SEDM to study the effects of an external field on the relaxation

rates and line intensities of SEDM spectra. A Fe3O; ferrofluid would be an ideal
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sample. The effects of biasing the effective potential well that the moments
reside in could be directly measured. Both zero-field cooled and field cooled

experiments should be done.

Use transmission Mdssbauer spectroscopy to examine ferrofluids with different
concentrations and determine how weaker and stronger interparticle interactions

change Tg, K and v.

Study magnetic fine particle systems with different particle size distributions in
an attempt to decouple the particle interactions effects from the distribution.
Design a fine particle system which has a single effective particle size. Establish

how Tpg, K and v are affected.

Examine patterned thin-films with conversion electron Mossbauer spectroscopy
and uSR. These films would have a single moment size (e.g. patterned iron
pillars on a substrate) and the superparamagnetism could be examined as a

function of particle interactions (e.g. different pillar separations and geometries).

Map out the complete phase diagram of a-Fe Zrgo-, with longitudinal field
pSR so as to determined the field dependence of T,,. For example, the applied-
field transmission Mdssbauer work on a-Fe Zr go-.[22] shows a T, transition

for Feg3Zr; which is not seen with ZF-uSR.

Continue the Monte Carlo work describing the moment fluctuation behavior of

a frustrated Heisenberg ferromagnet for applied fields.
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